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V. KNOPOVA

ASYMPTOTIC BEHAVIOUR OF THE DISTRIBUTION DENSITY OF
SOME LÉVY FUNCTIONALS IN �n

The paper is devoted to the asymptotic behaviour of the distribution density of some
Lévy functionals in �n. We generalize the results obtained in [18] for the case when
θ(t)+‖x‖ → ∞, where θ(t) is some ”scaling” function, and (t, x) belong to a suitable
domain of �+ ×�n.

1. Introduction

The objective of this paper is to find the exact asymptotic behaviour of certain Lévy
functionals in �n. The one-dimensional situation is studied in detail in [18] and (in
the case of fractional Lévy motion with 0 < H < 1

2 ) in [19], see also [20] for the upper
estimate for the transition probability density of Lévy and affine processes. The approach
developed in this paper relies on the n-dimensional version of the saddle point method.
We start with some preliminary notions.

Let (Xt)t≥0 be a real-valued Lévy process on a probability space (Ω,F, P ) with the
state space �n. Its characteristic function can be written as

(1.1) EeizXt = etψ(z), t > 0,

where the characteristic exponent ψ : Rn → C admits the Lévy-Khinchin representation

(1.2) ψ(z) = ia · z − 1
2
z ·Qz +

∫
�n

(
eiu·z − 1− iz · u 1‖u‖≤1

)
μ(du),

where a ∈ �n, Q ∈ �n×n is a positive semi-definite matrix, and μ(dy) is a Lévy measure,
i.e. a measure on �n such that

∫
�n(1 ∧ ‖y‖2)μ(dy) < ∞. In what follows we assume

that μ satisfies the exponential integrability condition:

(1.3)
∫
‖y‖≥1

eα·y μ(dy) <∞ for all α ∈ �n.

Finally, we assume that Q ≡ 0 and that μ is centered, i.e. that ψ can be written as

ψ(z) =
∫
�n

(
eiu·z − 1− iz · u)μ(du).

Let T, I ⊂ �, (t, s) ∈ T × I; let F(t, s) = (Fij(t, s))ni,j=1 be an n × n matrix-valued
function with real-valued elements, bounded in s for fixed t, such that

(1.4)
∫
I

‖F(t, s)‖2ds <∞ for all t ∈ T.

Under (1.4) and (1.3) the Lévy driven stochastic integral

(1.5) Yt :=
∫
I

F(t, s)dXs, t ∈ T,
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36 V. KNOPOVA

is well-defined as a limit in L2 of the respective integral sums, see [15], p.152-158. Our
goal is to find the conditions under which the distribution density of Yt exists, and to
investigate its asymptotic behaviour.

Similarly to the Lévy case, the characteristic function of Yt can be written explicitly:
(1.6)

EeizYt = exp
[∫

I

∫
�n

(
eiz·F(t,s)u − 1− iz · F(t, s)u

)
μ(du)ds

]
, z ∈ �n, t ∈ T.

For n = 1 the representation (1.6) was obtained in [27], Theorem 2.7; in the general case
(1.6) can be obtained in the same way. We denote by Φ(t, z) the characteristic exponent
of Yt.

Under certain condition (see (2.3) or (2.4) below) the function eΦ(t,·) is integrable,
and hence the distribution density pt(x) of the process Yt exists and admits the integral
representation as the inverse Fourier transform of the characteristic function (1.6):

(1.7) pt(x) =
1

(2π)n

∫
�n

e−iz·x+Φ(t,z) dz.

We investigate the integral (1.7) by developing the multi-dimensional version of the
saddle point method, see [14], also [13] for the one-dimensional case. First, applying the
Cauchy-Poincaré theorem (see [30]) we change the integration domain in (1.7):

(1.8) pt(x) =
1

(2π)n

∫
iξ(t,x)+�n

e−iz·x+Φ(t,z) dz,

where ξ(t, x) ∈ �n will be specified below. Then we use a version of the saddle point
method to investigate the asymptotic behaviour of the integral (1.8), see [18] for the
result in the one dimensional case.

Estimates for the transition probability density of Lévy and, more generally, Markov
processes, received a lot of attention during the last years, see [7], [1], [2], [11], [12], [8],
[9], [10], [20], [16]. Although the classes of processes which can be investigated by our
method, and those, treated in [8], [10] intersect, they are substantially different. For
example, our approach does not apply to many symmetric Markov processes treated
in [8] and [10], but can be applied for non-symmetric Markov processes, such as the
Lévy driven Ornstein-Uhlenbeck process, as well as for non-Markov processes such as
the fractional Lévy motion.

The paper is organized as follows. The main result is contained in Section 2, Theo-
rem 2.1. It states that under certain assumptions on the Lévy measure and the kernel F

the distribution density pt(x) satisfies

(1.9) pt(x) ∼ 1√
(2π)nK(t, x)

eD(t,x), θ(t) + ‖x‖ → ∞, (t, x) ∈ A ⊂ T×�n,

where the functions θ, D and K are explicitly described. In Section 3 we give some
examples under which the assumptions of Theorem 2.1 are satisfied. In Section 3.1 we
study the fixed time case; in Section 3.2 we investigate the situation when the kernel F

satisfies some self-similarity assumption, which makes it possible to write the asymptotic
representation (1.9) in a more explicit form reflecting the structure of F. In Section 4 we
prove the ratio limit theorem for the distribution density p(x) of X1 as ‖x‖ → ∞.

2. Main result

2.1. Settings. Let ‖x‖ :=
√
x2

1 + ...+ x2
n for x ∈ �n; ‖A‖ := supv �=0

‖Av‖
‖v‖ for n × n

matrix A; Sn denotes a sphere in �n, � is unit vector; x · y is the scalar product in �n.
We write f � g, if for some positive constants c1, c2 we have c1f ≤ g ≤ c2f ; f ∼ g (resp.,
f � g, f � g) as x→∞ if limx→∞

f(x)
g(x) = 1 (resp, = 0, =∞).
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Denote by μt,� the image measure of dsμ(du) under the mapping I × �n � (s, u) 
→
� · F(s, t)u ∈ �. In what follows we assume that

(2.1) inf
�∈Sn

μt,�(�+) > 0.

For t ∈ T, z ∈ �n, define

(2.2) Λ(t, z) := −Re Φ(t, z) ≡
∫∫

(s,u)∈I×�n

(1− cos(z · F(t, s)u))μ(du)ds.

If for a given t ∈ T and ‖z‖ ≥ R, where R is large enough, we have for some δ > 0

(2.3) Λ(t, z) ≥ (k + n+ δ) ln ‖z‖, k ≥ 0,

then Yt has a distribution density pt, which belongs to the class Ckb (�n) of k times
differentiable functions, whose derivatives are bounded. Indeed, under (2.3) we have
|eΦ(t,z)| ≤ ‖z‖−(n+k+δ) for ‖z‖ ≥ R, which implies the statement. In particular, if for a
given t ∈ T

(2.4) Λ(t, z)� ln ‖z‖ as ‖z‖ → ∞,
then Yt has a distribution density pt ∈ C∞

b . Conditions (2.3) and (2.4) are modifications
of the Hartman-Wintner condition [17], see also [21] for the equivalent conditions in the
case of a Lévy process.

Let

(2.5) M0(t, ξ) :=
∫
I

∫
�n

(
eξ·F(t,s)u − 1− ξ · F(t, s)u

)
μ(du)ds,

(2.6) Mi(t, ξ) :=
∫
I

∫
�n

(F(t, s)u)i(eξ·F(t,s)u − 1)μ(du)ds, i = 1, .., n,

(2.7) Mi1,..,ik(t, ξ) :=
∫
I

∫
�n

k∏
l=1

(F(t, s)u)ile
ξ·F(t,s)uμ(du)ds, k ≥ 2,

and put

(2.8) � :=�(t, ξ) = (Mij(t, ξ))
n
i,j=1 .

The matrix � is positive semi-definite: for any z ∈ Cn

(�z, z) =
n∑

i,j=1

∫
I

∫
�n

(F(t, s)u)i · zi(F(t, s)u)j · zjeξ·F(t,s)uμ(du)ds

=
∫
I

∫
�n

∣∣∣ n∑
i=1

(F(t, s)u)i · zi
∣∣∣2eξ·F(t,s)uμ(du)ds ≥ 0.

(2.9)

In the sequel we assume that

(A0) for all (t, ξ) ∈ T×�n the matrix � is non-degenerate.

Denote by λi(t, ξ), i = 1, .., n, the eigenvalues of �. By non-degeneracy of � we have
λi(t, ξ) > 0, i = 1, .., n. We denote by λmax(t, ξ) and λmin(t, ξ), respectively, the maximal
and the minimal eigenvalues of �. Recall that

(2.10) ‖�‖ = λmax(t, ξ), ‖�−1‖ = max
i=1,..,n

λ−1
i (t, ξ) = λ−1

min(t, ξ),

and that the eigenvalues of �2 and �1/2 are, respectively, λ2
i (t, ξ) and λ

1/2
i (t, ξ), i =

1, ...n.
Let

Ψ(t, z) := Φ(t,−z) =
∫
I

∫
�n

(
e−iz·F(t,s)u − 1 + iz · F(t, s)u

)
μ(du)ds, t ∈ T, z ∈ C

n.
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Since for fixed t the elements of F are bounded in s, the exponential integrability as-
sumption (1.3) implies that for t ∈ T the function Ψ(t, z) is well defined and analytic in
Cn with respect to z. Making the change of variables z 
→ −z we can rewrite (1.7) as

(2.11) pt(x) =
1

(2π)n

∫
�n

eH(t,x,z) dz, x ∈ �n,

where

(2.12) H(t, x, z) = ix · z + Ψ(t, z).

Observe that
(∂2H(t,x,iξ)

∂ξk∂ξl

)n
k,l=1

= �(t, ξ), ξ ∈ �n. Since � is positive definite, the
function H(t, x, ·) is convex on i�n. Hence there exists at most one solution to the
equation gradξH(t, x, iξ) = 0, or, equivalently, the solution to

(2.13) x =
∫
I

∫
�n

F(t, s)u(eξ·F(t,s)u − 1)μ(du)ds.

By (2.1), there exists U ⊂ �+ such that infu∈Sn μt,�(U) > 0. Since

Ψ(t, iz) =
∫
�

(
e‖z‖v − 1− ‖z‖v

)
μ�z (dv) ≥ inf

�∈Sn

∫
U

(
e‖z‖v − 1− ‖z‖v

)
μt,�(dv),

where �z := z
‖z‖ , the function Ψ(t, i·) is coercive, i.e.

(2.14) lim inf
‖ξ‖→∞

Ψ(t, iξ)
‖ξ‖ =∞,

which implies the existence of the solution ξ ≡ ξ(t, x) to (2.13) (see also Example 11.9
from [28]). Moreover, by (2.13) we have x · ξ > 0, and ‖ξ(t, x)‖ → ∞ as ‖x‖ → ∞.

Define for A ⊂ �
(2.15) Θ(t, r, A) := inf

�∈Sn

∫∫
�·F(t,s)u∈A
(s,u)∈I×�n

(1− cos(r� · F(t, s)u))μ(du)ds,

and

D(t, x) := H(t, x, iξ(t, x)), K(t, x) := det�(t, ξ(t, x)) =
n∏
i=1

λi(t, ξ(t, x)).

When it does not lead to misunderstanding, we write ξ instead of ξ(t, x).
Let A ⊂ T×�n,

T := {t : ∃x ∈ �n, (t, x) ∈ A}, B := {(t, ξ(t, x)) : (t, x) ∈ A}.
Finally, let θ and χ be two functions, such that θ : T → (0,+∞) is bounded away from
zero on T, and χ : T → (0,+∞) is bounded away from zero on every set {t : θ(t) ≤ c},
c > 0. As we will see below, these functions reflect the structure of the kernel F.

2.2. Formulation and the proof.

Theorem 2.1. Assume that the Assumptions (A0) and (A1) – (A4) below are satisfied:
(A1) max

ijkl
|Mijkl(t, ξ)| � λ3

min(t, ξ)λ−1
max(t, ξ), as θ(t) + ‖ξ‖ → ∞, (t, ξ) ∈ B;

(A2)

ln
((
χ−2(t)

max
ijkl
|Mijkl(t, ξ)|
λmin(t, ξ)

)
∨ 1
)

+ ln
(
ln[(1 ∨ χ−1(t))λmax(t, ξ)] ∨ 1

)
� ln θ(t) + χ(t)‖ξ‖,

as θ(t) + ‖ξ‖ → ∞, (t, ξ) ∈ B;
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(A3) There exists R > 0 and δ > 0 such that

Θ(t, r,�+) ≥ (n+ δ) ln(χ(t)r), t ∈ T, r > R;

(A4) There exists r > 0 such that for every ε > 0

inf
h≥ε

Θ(t, h, [χ(t)r,∞)) ≥ θ(t)
(
(εχ(t))2 ∧ 1

)
.

Then for every t ∈ T the law of Yt has a continuous bounded distribution density pt(x),
and

(2.16) pt(x) ∼ 1√
(2π)nK(t, x)

eD(t,x), θ(t) + ‖x‖ → ∞, (t, x) ∈ A.

Proof. Step 1: changing the integration contour. We prove that

(2.17) pt(x) =
1

(2π)n

∫
iξ(t,x)+�n

eH(t,x,z) dz =
1

(2π)n

∫
�n

eH(t,x,η+iξ(t,x)) dη.

For this we apply the Cauchy-Poincaré theorem, see [20] for similar argument in the case
of a Lévy process. Consider the domain

G :=

⎧⎨⎩z ∈ C
n : Im z = vξ(t, x), 0 ≤ v ≤ 1, Re z ∈

n∏
j=1

[−Mj,Mj],Mj > 0, 1 ≤ j ≤ n

⎫⎬⎭ .

This is an n+ 1-dimensional cube with base⎧⎨⎩z ∈ C
n : Re z ∈

n∏
j=1

[−Mj,Mj], Im z = 0

⎫⎬⎭
and lid ⎧⎨⎩z ∈ C

n : Re z ∈
n∏
j=1

[−Mj ,Mj], Im z = ξ(t, x)

⎫⎬⎭ .

Since the number of sides of G is even, we can fix some orientation on ∂G such that base
and lid have opposite orientation. By the Cauchy-Poincaré theorem

(2.18)
∫
∂G

eH(t,x,z) dz1 ∧ dz2 ∧ · · · ∧ dzn = 0.

Consider the integrals over the sides (except the base and the lid)

(2.19)
∫ 1

0

eH(t,x,M±ivξ(t,x))dv, where M = (±M1, . . . ,±Mn).

By definition,

(2.20)

ReH(t, x, η+ iξ) = −x · ξ−
∫
I

∫
�n

(
1− eξ·F(t,s)u cos(η ·F(t, s)u)+ ξ ·F(t, s)u

)
μ(du)ds

= H(t, x, iξ)−
∫
I

∫
�n

eξ·F(t,s)u
(
1− cos(η · F(t, s)u)

)
μ(du)ds, ξ, η ∈ �n.

As we have shown above, the function ξ 
→ H(t, x, iξ) is real-valued, convex, and attains
its minimal value at the point ξ(t, x). Then H(t, x, ivξ) ≤ H(t, x, 0) = 0 for 0 ≤ v ≤ 1.
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On the other hand,∫
I

∫
�n

eξ·F(t,s)u(1− cos(η · F(t, s)u))μ(du)ds

≥
∫∫

�ξ·F(t,s)u>0
(s,u)∈I×�n,

(1− cos(η · F(t, s)u))μ(du)ds

≥ inf
�∈Sn

∫∫
�·F(t,s)u>0
(s,u)∈I×�n,

(1 − cos(‖η‖� · F(t, s)u))μ(du)ds

= Θ(t, ‖η‖,�+).

Therefore

ReH(t, x,±M + ivξ(t, x)) ≤ −Θ(t, ‖M‖,�+), v ∈ [0, 1].

Thus, condition (A3) implies that the integrals in (2.19) tend to 0 as ‖M‖ → +∞, which
gives (2.17). Since pt(x) is real-valued, we derive from (2.17)

(2.21) pt(x) =
1

(2π)n

∫
�n

eR(t,x,η) cos(I(t, x, η))dη,

where

(2.22) R(t, x, η) := ReH(t, x, η + iξ(t, x)), I(t, x, η) := ImH(t, x, η + iξ(t, x)),

and

(2.23) ImH(t, x, η + iξ) = x · η −
∫
I

∫
�n

(
eξ·F(t,s)u sin(η · u)− η · F(t, s)u

)
μ(du)ds.

Step 2: choosing α, β. Split the integral (2.21) into the sum

(2.24)

1
(2π)n

[ ∫
‖η‖≤α

+
∫
‖η‖∈(α,β]

+
∫
‖η‖>β

](
eR(t,x,η) cos I(t, x, η) dη

)
= J1(t, x) + J2(t, x) + J3(t, x),

where

(2.25) β ≡ β(t, x) :=

√√√√ λmin(t, ξ(t, x))
n2max

ijkl
|Mijkl(t, ξ(t, x))| ,

and α ≡ α(t, x) is chosen such that

(2.26)
1

λmin(t, ξ(t, x))
� α2(t, x)� λmin(t, ξ(t, x))

max
ijkl
|Mijkl(t, ξ(t, x))| ,

and

(2.27) α3(t, x)� 1
max
ijk
|Mijk(t, ξ(t, x))| , θ(t) + ‖x‖ → ∞, (t, x) ∈ A.

Let us show that such α(t, x) exists. By the Cauchy inequality and (A1) we have

(2.28) |Mijk(t, ξ)|2 ≤ max
ij
|Mij(t, ξ)|max

ijkl
|Mijkl(t, ξ)| � λ3

min(t, ξ),

θ(t) + ‖ξ‖ → ∞, (t, ξ) ∈ B.
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Therefore, by (A1) and (2.28) there exists a function k(t, ξ) such that

1� k(t, ξ)� λmin(t, ξ)
max
ijkl
|Mijkl(t, ξ)| 12

,

k(t, ξ)� λ
1
2
min(t, ξ)

max
ijk
|Mijk(t, ξ)| 13

, θ(t) + ‖ξ‖ → ∞, (t, ξ) ∈ B.

(2.29)

Chose

(2.30) α(t, x) = ck(t, ξ(t, x))λ−
1
2

min(t, ξ(t, x)),

where c > 0 is some constant. Then α satisfies (2.26) and (2.27). Since k(t, ξ) is locally
bounded, the constant c can be chosen such that

0 < α(t, x) ≤ β(t, x), θ(t) + ‖x‖ → ∞, (t, x) ∈ A.

Step 3: estimating J1(t, x) in (2.24). We have

∂

∂ηi
R(t, x, η) = −

∫
I

∫
�n

eξ·F(t,s)u(F(t, s)u)i sin(η · F(t, s)u)μ(du)ds,

(2.31)
∂

∂ηi
R(t, x, η)

∣∣∣
η=0

= 0,
∂3

∂ηi∂ηj∂ηk
R(t, x, η)

∣∣∣
η=0

= 0, i, j, k ∈ {1, .., n},

∂2

∂ηi∂ηj
R(t, x, η)

∣∣∣
η=0

= −
∫
I

∫
�n

(F(t, s)u)i(F(t, s)u)jeξ·F(t,s)u cos(η · F(t, s)u)μ(du)ds
∣∣∣
η=0

= −Mij(t, ξ(t, x)),

∣∣∣∣ ∂4

∂ηi∂ηj∂ηk∂ηl
R(t, x, η)

∣∣∣∣ =
∣∣∣∣∣∣
∫
I

∫
�n

∏
ι=i,j,k,l

(F(t, s)u)ι cos(η · F(t, s)u)eξ·F(t,s)uμ(du)ds

∣∣∣∣∣∣
≤ |Mijkl(t, ξ)|, i, j, k, l ∈ {1, .., n}.

Therefore decomposing cos(η · F(t, s)u) in the representation of ∂2

∂ηi∂ηj
R(t, x, η) we get

for some η∗ from the segment joining 0 and η

(∇2Rη, η) : =
n∑

i,j=1

∂2

∂ηi∂ηj
R(t, x, η)ηiηj

= −
n∑

i,j=1

Mij(t, ξ)ηiηj +
1
2

n∑
i,j,k,l=1

∂4

∂ηi∂ηj∂ηk∂ηl
R(t, x, η∗)ηiηjηkηl.

For all η ∈ �n∣∣∣ n∑
ijkl=1

∂4

∂ηi∂ηj∂ηk∂ηl
R(t, x, η)ηiηjηkηl

∣∣∣ ≤ max
ijkl
|Mijkl(t, ξ)|n2‖η‖4

≤ n2
max
ijkl
|Mijkl(t, ξ)|

inf‖v‖�=0
(�v,v)
‖v‖2

(�η, η)‖η‖2

= n2
max
ijkl
|Mijkl(t, ξ)|
λmin(t, ξ)

(�η, η)‖η‖2,

(2.32)
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where we used

inf
‖v‖�=0

(�v, v)
‖v‖2 = inf

‖v‖�=0

‖� 1
2 v‖2
‖v‖2 =

(
sup

‖v‖�=0

‖�− 1
2 v‖2

‖v‖2
)−1

=
(

max
i=1,..,n

1
λi

)−1

= min
i=1,..,n

λi = λmin.

We have for ‖η‖ ≤ α, where α is defined in (2.30),

−(�η, η)
(
1 + n2α2

max
ijkl
|Mijkl|
λmin

)
≤ (∇2Rη, η) ≤ −(�η, η)

(
1− n2α2

max
ijkl
|Mijkl |
λmin

)
.

By the right-hand side estimate on α in (2.26)

(2.33) inf
‖η‖≤α

(∇2Rη, η) ∼ sup
‖η‖≤α

(∇2Rη, η) ∼ −(�η, η), θ(t) + ‖x‖ → ∞, (t, x) ∈ A.

Similarly to (2.31), for all i, j, k ∈ {1, .., n}

I(t, x, η)
∣∣∣
η=0

=
∂

∂ηi
I(t, x, η)

∣∣∣
η=0

=
∂

∂ηi∂ηj
I(t, x, η)

∣∣∣
η=0

= 0,

∣∣∣ ∂

∂ηi∂ηj∂ηk
I(t, x, η)

∣∣∣ ≤ |Mijk(t, ξ)|, for all η ∈ �n.

(the equality for ∂
∂ηi

I is due to the fact that iξ(t, x) is a critical point of H(t, x, ·)). By
the estimate (2.27) on α we get decomposing sin(η · F(t, s)u) in the representation for
I(t, x, η) and using the inequality( n∑

i=1

xi

)3

≤ n3/2‖x‖3,

and

(2.34) sup
‖η‖≤α

|I(t, x, η)| ≤ n
3
2

3!
max
ijk
|Mijk(t, ξ)|α3 → 0, θ(t) + ‖x‖ → ∞, (t, x) ∈ A.

Recall our notation K(t, x) = det�(t, ξ(t, x)) and

D(t, x) ≡ H(t, x, iξ(t, x)) = R(t, x, 0).

From (2.33) and (2.34) we get∫
‖η‖≤α

eR(t,x,η) cos I(t, x, η)dη ∼ eR(t,x,0)

∫
‖η‖≤α

e−
(�η,η)

2 dη

=

√
(2π)n

K(t, x)
eD(t,x)

∫
‖�− 1

2 v‖≤α

e−
‖v‖2

2

(2π)
n
2
dv.

(2.35)

The integral on the right-hand side can be estimated as∫
‖v‖≤αλ

1
2
min

e−
‖v‖2

2

(2π)
n
2
dv ≤

∫
‖�− 1

2 v‖≤α

e−
‖v‖2

2

(2π)
n
2
dv ≤ 1.

By (2.26), the left-hand side tends to 1 as ‖x‖ → ∞. Therefore

(2.36) J1(t, x) ∼ 1√
(2π)nK(t, x)

eD(t,x), θ(t) + ‖x‖ → ∞, (t, x) ∈ A.
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Step 4: proving that J2(t, x) is negligible. Decompose R(t, x, η) in Taylor series:

R(t, x, η) = R(t, x, 0)− 1
2!

n∑
i,j=1

Mij(t, ξ(t, x))ηiηj

+
1
4!

n∑
i,j,k,l=1

∂4

∂ηi∂ηj∂ηk∂ηl
R(t, x, η∗)ηiηjηkηl,

where we used that

∂2

∂ηi∂ηj
Rij(t, x, η)

∣∣
η=0

= −Mij(t, ξ(t, x)), i, j = 1, . . . , n,

and η∗ is some point on the segment joining 0 and η. From (2.25) and (2.32) we have
for ‖η‖ ≤ β

∣∣∣ n∑
i,j,k,l=1

∂4

∂ηi∂ηj∂ηk∂ηl
R(t, x, η∗)ηiηjηkηl

∣∣∣ ≤ (�η, η).

Thus for ‖η‖ ≤ β

R(t, x, η) ≤ R(t, x, 0)− 11
24

(�η, η)

which, together with the lower estimate for α in (2.26), gives

|J2(t, x)| ≤
∫
‖η‖∈(α,β]

eR(t,x,η)dη ≤ eR(t,x,0)

∫
‖η‖>α

e−
11
24 (�η,η)dη

=
eD(t,x)√
K(t, x)

∫
‖�− 1

2 η‖>α
e−

11
24‖η‖2

dη � J1(t, x), θ(t) + ‖x‖ → ∞, (t, x) ∈ A.

(2.37)

Step 5: proving that J3(t, x) in (2.24) is negligible. By (2.20),

|J3(t, x)| ≤
∫
‖η‖>β

eR(t,x,η)dη

≤ eD(t,x)

∫
‖η‖>β

exp
{
−
∫
I

∫
�n

eξ·F(t,s)u(1 − cos(η · F(t, s)u))μ(du)ds
}
dη.

Therefore, by (2.36), to prove

J3(t, x)� J1(t, x)

we need to check that

(2.38)
∫
‖η‖>β

e−Δ(t,x,η)dη � K(t, x)−1/2, θ(t) + ‖x‖ → ∞, (t, x) ∈ A,

where

Δ(t, x, η) =
∫
I

∫
�n

eξ(t,x)·F(t,s)u(1− cos(η · F(t, s)u))μ(du)ds.
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We have for any σ ∈ (0, 1) and some r > 0

Δ(t, x, η) ≥
∫∫

�ξ·F(t,s)u>0
(s,u)∈I×�n

e‖ξ‖�ξ·F(t,s)u(1 − cos(η · F(t, s)u))μ(du)ds

≥ (1 − σ)
∫∫

�ξ·F(t,s)u>0
(s,u)∈I×�n

(1− cos(η · F(t, s)u))μ(du)ds+

+ σerχ(t)‖ξ‖
∫∫

�ξ·F(t,s)u>χ(t)r
(s,u)∈I×�n

(1 − cos(η · F(t, s)u))μ(du)ds

≥ (1 − σ) inf
�∈Sn

∫∫
�·F(t,s)u>0
(s,u)∈I×�n

(1− cos(‖η‖� · F(t, s)u))μ(du)ds

+ σerχ(t)‖ξ‖ inf
�∈Sn

∫∫
�·F(t,s)u>χ(t)r

(s,u)∈I×�n

(1− cos(‖η‖� · F(t, s)u))μ(du)ds

≥ (1 − σ)Θ(t, ‖η‖,�+) + σerχ(t)‖ξ‖Θ(t, ‖η‖, [χ(t)r,∞)),

(2.39)

where Θ is defined in (2.15). Choosing σ such that (1− σ)(n+ δ) > n we have by (A3)
(2.40)∫

�n

e−(1−σ)Θ(t,‖η‖,�+)dη ≤ c1 +
∫
‖z‖≥R

e−(1−σ)(n+δ) ln(χ(t)‖z‖)dz ≤ c2

(
1 ∨ χ−n(t)

)
,

where c1, c2 > 0 are independent of t, and R is given by (A3). Therefore, in view of
(2.40) and (A4), to show (2.38) it is enough to prove for every σ > 0

(2.41) (1 ∨ χ−n(t)) exp
[
−σerχ(t)‖ξ‖θ(t)

(
(β(t, x)χ(t))2 ∧ 1

)]
� K(t, x)−1/2,

as θ(t) + ‖x‖ → ∞, (t, x) ∈ A. By the definition (2.25) of β(t, x), we have

(2.42)
(
(β(t, x)χ(t))2 ∧ 1

)
=

⎛⎝(χ−2(t)
n2max

ijkl
|Mijkl(t, ξ(t, x))|

λmin(t, ξ(t, x))

)
∨ 1

⎞⎠−1

.

Observe that (A2) implies⎛⎝(χ−2(t)
max
ijkl
|Mijkl(t, ξ)|
λmin(t, ξ)

)
∨ 1

⎞⎠ ln
(
(1 ∨ χ−n(t))λmax(t, ξ)

)� σθ(t)erχ(t)‖ξ‖,

as θ(t)+‖ξ‖ → ∞, (t, ξ) ∈ B. By the definition of the set B this relation, combined with
(2.42) and the estimate K(t, x) ≤ λnmax(t, ξ(t, x)), yields

ln
(
(1 ∨ χ−n(t))K(t, x)

)
� σθ(t)erχ(t)‖ξ‖

(
(β(t, x)χ(t))2 ∧ 1

)
,

θ(t) + ‖x‖ → ∞, (t, x) ∈ A,

which in turn implies (2.41). Thus,

J3(t, x)� J1(t, x) as θ(t) + ‖ξ‖ → ∞,
(t, ξ) ∈ A.

Combining the results obtained on the steps 3, 4 and 5, we arrive at the statement of
the theorem. �
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3. Explicit conditions

In this section we give some explicit conditions under which the assumptions of The-
orem 2.1 are easy to verify. To simplify the formulation we assume that the matrix F

is of the form F(t, s) = f(t, s)I, where I is the identity matrix, and f(t, ·) is a bounded
function, satisfying

(3.1)
∫
I

f2(t, s)ds <∞

and

(3.2)
∫
I

(f(t, s) ∨ 0)2 ds > 0, t ∈ T.

For such a kernel we can use a simplified version of condition (2.1). Let f(s) ≡ f(1, s),
and let μ�(·) be the image measure of ds μ(du) under the mapping

I ×�n � (s, u) 
→ f(s)u · � ∈ �.
We assume that μ�(·) satisfies

(3.3) inf
�∈Sn

μ�(�+) > 0.

First we consider the fixed time setting; then under the assumption that f satisfies some
self-similarity assumption we show that conditions (A1)–(A4) hold for t ∈ T provided
that they hold for t = 1.

3.1. Case t = 1. To simplify the notation, we drop the index t where appropriate. In
particular, we write Mi1..ik(ξ) ≡Mi1..ik(1, ξ), and Θ(r, A) ≡ Θ(1, r, A), r ≥ 0.

When t = 1 the assumptions (A1) – (A4) reduce to the following:

(A1′) max
ijkl
|Mijkl(ξ)| � λ3

min(ξ)λ−1
max(ξ) as ‖ξ‖ → ∞.

(A2′)

ln

⎛⎝⎛⎝max
ijkl
|Mijkl(ξ)|
λmin(ξ)

⎞⎠ ∨ 1

⎞⎠+ ln (lnλmax(ξ) ∨ 1)� ‖ξ‖, as ‖ξ‖ → ∞.

(A3′) There exists R > 0 and δ > 0 such that for all r ≥ R

(3.4) Θ(r,�+) ≥ (n+ δ) ln r;

(A4′) There exists q > 0 and c > 0 such that for all ε > 0

(3.5) inf
h≥ε

Θ(h, [q,∞)) ≥ c(ε2 ∧ 1).

Sometimes it is possible to show the stronger condition than (A3′):
(A3′′)

(3.6) Θ(r,�+)� ln r, r → +∞.
We show that (A3′′) holds true under some restrictions on the kernel f and the non-

degeneracy condition on μ. We assume that f satisfies one of the assumptions below;
these assumptions are taken from [18], where they are discussed in detail.

(F1)
∫
I(f(s) ∨ 0)2 ds > 0.

(F2) On some interval [a, b] ⊂ I, the function f is positive and has a continuous
non-zero derivative.

(F3) On some interval (−∞, b] ⊂ I, the function f is positive, convex, and has at most
exponential decay at −∞; that is, there exists γ > 0 such that

(3.7) lim
s→−∞ e−γsf(s) = +∞.
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(F4) On some interval (−∞, b) ⊂ I, the function f is positive, convex, and has a
subexponential decay at −∞; that is, (3.7) holds true for every γ > 0.

Note that the conditions (Fi) become more strong with increase of i. Let μ�(·) :=
μ1,�(·), � ∈ Sn. We assume also that μ satisfies one of the assumptions below:

(N ′
1)

(3.8) inf
�z∈Sn

∫
|u·�z|≤‖z‖−1

(u · z)2μ(du)� ln ‖z‖, ‖z‖ → ∞;

(N ′
2)

(3.9)
∫
�n

[(u · z)2 ∧ 1]μ(du)� ln ‖z‖, ‖z‖ → ∞;

(N ′
3) inf

�∈Sn
μ�(�+) = +∞;

(N ′
4) inf

�∈Sn
μ�(�+) > 0.

As in the one-dimensional case, the conditions N ′
i become more mild when i increases

from 1 to 4.
The Lemma below generalizes the one dimensional result proved in [18]. Let

(3.10) F := ess sup
s∈I

f(s).

For q > 0, � ∈ Sn, define

(3.11) Vq,� := {u ∈ �n : u · � > q}.
Lemma 3.1. Assume that for some i = 1, . . . , 4 conditions (N ′

i) + (Fi) hold true. Then
(A3”) is satisfied.

Proof. Case i = 1. By the left-hand side inequality in

(3.12) (1− cos 1)|x|21|x|≤1 ≤ 1− cosx ≤ 2(|x|2 ∧ 1), x ∈ �,
we have

Θ(r,�+) ≥ inf
�∈Sn

∫∫
(s,u)∈I×�n

0<f(s)u·�<r−1

(1− cos(rf(s)� · u))μ(du)ds

≥ (1− cos 1)r2 inf
�∈Sn

∫∫
(s,u)∈I×�n

0<f(s)u·�<r−1

f2
+(s)(� · u)2μ(du)ds

≥ (1− cos 1)r2
∫
I

f2
+(s)ds inf

�∈Sn

∫
0<u·�≤(Fr)−1

(u · �)2μ(du).

Thus, for i = 1 the statement is implied by (3.8).
Case i = 2. The statement follows from (N ′

2) and the estimate

(3.13)
∫ b

a

(1− cos(xf(s)))ds ≥ c(x2 ∧ 1), x ∈ �,

see [18] for details.
Case i = 3, 4. The inequality

(3.14)
∫ b

−∞
(1− cos(xf(s))) ds ≥ c ln |x|, x ∈ �,

holds true (i) for some c > 0 and |x| large enough provided that f satisfies (F3); (ii) for
every c > 0 and |x| large enough provided that f satisfies (F4), see [18].
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In the case i = 3, take c > 0 and Q > 0 such that (3.14) holds true for |x| ≥ Q. Then
for r ≥ q−1Q

Θ(r,�+) ≥ inf
�∈Sn

∫ b

−∞

∫
�n

(1 − cos(rf(s)u · �))μ(du)ds

≥ c inf
�∈Sn

μ�(Vq,�) ln(qr).
(3.15)

Since

(3.16) inf
�∈Sn

μ(Vq,�) = inf
�∈Sn

μ�([q,∞)) > 0,

by (N ′
3) we derive from the above inequality that Θ(r,�+) ≥ C ln r for any C large

enough, which implies (A3′′).
In the case i = 4, assumption (N ′

4) implies the existence of q > 0 for which (3.16)
holds true. Since for i = 4 we can take c in (3.15) arbitrary large we again arrive at
(A3′′). �
Lemma 3.2. Conditions (F2)+(3.3) imply (A4′) for q > 0 small enough.

Proof. Without loss of generality assume that f is positive on [a, b]. Take ρ > 0 such
that inf

�∈Sn
μ(Vρ,�) > 0. Then, for 0 < q < ρmins∈(a,b) f(s), we have by (3.13)

Θ(r, [q,+∞)) ≥ inf
�∈Sn

∫
Vρ,�

∫ b

a

(1− cos(rf(s)u · �))dsμ(du)

≥ c inf
�∈Sn

∫
Vρ,�

(
r2(u · �)2 ∧ 1

)
μ(du) ≥ c inf

�∈Sn
μ(Vρ,�)

(
(ρr)2 ∧ 1

)
,

which implies the required estimate. �
Analogously to the one-dimension case we say that the measure ν satisfies the Cramer’s

condition, if for any ε > 0

sup
‖z‖≥ε

∣∣∣ ∫
�n

eiy·zν(dy)
∣∣∣ < ν(�n).

Under the assumption that ν has finite second moment this condition leads to

(3.17) Ξ(ε) := inf
‖z‖≥ε

∫
�n

(1 − cos z · y)ν(dy) ≥ c(ε2 ∧ 1) for all ε > 0.

Lemma 3.3. Assume that f satisfies assumption (F1), and for some ρ > 0

(3.18) inf
|h|≥ε

inf
�∈Sn

∫
Vρ,�

(1 − cos(h� · u))μ(dy) ≥ c(ε2 ∧ 1) for all ε > 0.

Then (A4′) holds true for some q > 0 small enough.

Proof. Take q < γFρ with F = esssups∈If(s) and some γ ∈ (0, 1). Then

Θ(h, [q,∞)) = inf
�∈Sn

∫∫
f(s)u·�>q
(s,u)∈I×�n

(1 − cos(hf(s)u · �)) dsμ(du)

≥ inf
�∈Sn

∫∫
f(s)>γF, u∈Vρ,�

(1− cos(hf(s)u · �)) dsμ(du)

≥
∫
f(s)>γF

[
inf

|hf(s)|≥γFε
inf
�∈Sn

∫
u∈Vρ,�

(1− cos(hf(s)u · �))μ(du)
]
ds

≥ c((γFε)2 ∧ 1)
∫
f(s)>γF

ds,
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where we used (3.18) in the third line. Since the set {s : f(s) > γF} has positive
Lebesgue measure, we obtain the required estimate. �

Now we are ready to formulate the fixed-time version of Theorem 2.1. Let

p(x) ≡ p1(x),

D(x) ≡ D(1, x),

K(x) = K(1, x).

Theorem 3.1. Suppose that μ satisfies assumptions (A1′) and (A2′). In addition, sup-
pose that μ and f satisfy one of the assumptions (N ′

i) and (Fi), i = 1, .., 4, respectively.
In the case i = 1 we assume in addition that μ satisfies the Cramer’s condition (3.18).

Then

(3.19) p(x) ∼ 1√
(2π)nK(x)

eD(x), ‖x‖ → ∞.

The proof follows from Lemmas 3.1–3.3 above.
Let us give two examples when the conditions (A1′) and (A2′) are satisfied. For

simplicity we consider the two-dimensional case.
Recall that the function

σQ(ξ) := sup{ξ · u, u ∈ Q}
is called the support function (cf. [29]) of the set Q. By definition, σQ(ξ) is positive
homogeneous, i.e. σQ(αx) = ασQ(x) for α ≥ 0.

Example 3.1. Suppose that f(s) > 0 for all s ∈ I, and the support Q of the Lévy
measure μ is bounded. By (3.3), there exists a subset Q0 ⊂ Q, such that and

(3.20) σ0 := inf
�∈S2

σQ0 (�) > 0.

Observe that for any ε > 0

(3.21) e(1−ε)FσQ0 (ξ) �Mi1..ik(ξ)� e(1+ε)FσQ0 (ξ),

where F is the essential supremum of f(s) on I (cf. (3.10)). Observe that the same
asymptotic relations hold for λmin(ξ) and λmax(ξ):

e(1−ε)FσQ0 (ξ) � λmin(ξ) ≤ λmax(ξ)� e(1+ε)FσQ0 (ξ),

which implies (A1′):

max
ijkl

|Mijkl(ξ)| � e(1+ε)FσQ0 (ξ) � e(2−4ε)FσQ0 (ξ) � λ3
min(ξ)λ−1

max(ξ).

Further, for any ε > 0

ln

⎛⎝⎛⎝max
ijkl
|Mijkl(ξ)|
λmin(ξ)

⎞⎠ ∨ 1

⎞⎠+ ln ((lnλmax(ξ) ∨ 1))� εFσQ0(ξ) + ln(σQ0 (ξ)).

Since σQ(ξ) = ‖ξ‖σQ0(eξ), by (3.20) we get (A2′).

Example 3.2. Assume that f(s) > 0 for all s ∈ I, and μ(du) = eΦ(u)1Bc(0,1)du, where
Bc(0, 1) := �2\B(0, 1), and Φ(u) is strictly convex on Bc(0, 1), satisfying

(3.22) Φ(u)� ‖u‖1+ε for some ε > 0 as ‖u‖ → ∞.

Denote by
Λ(z) := sup

u∈Bc(0,1)

{z · u− Φ(u)}

the Legendre–Fenchel transform of Φ.
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We have

(3.23) Mi1,..,ik(ξ) ∼
∫
f(s)>F−ε

∫
Bc(0,1)

fk(s)ui1 ...uike
f(s)ξ·u−Φ(u)du ds, k ≥ 0,

(for k = 0 the left-hand side expression is just Ψ(iξ)). The integral on the right-hand
side can be estimated by the multi-dimensional version of the Laplace method (see [14],
expression (4.29)), which leads to the asymptotic behaviour

(3.24) Mi1,..,ik(ξ) ∼ (2π)
n
2 F kui1 ...uik√| det∇2Φ(u)|

∣∣∣
u=u0(Fξ)

eΛ(Fξ), ‖ξ‖ → ∞,

where

(3.25) u0(ξ) := arg max
u∈Bc(0,1)

{ξ · u− Φ(u)}.

Thus, for 1 ≤ k ≤ 4 there exists some polynomial B(ξ) such that

(3.26)
1

B(ξ)
eΛ(Fξ) ≤Mi1..ik(ξ) ≤ B(ξ)eΛ(Fξ).

As is the proof of the previous proposition, the same (up to constants) inequalities hold
for the eigenvalues of M. By (3.26)

max
ijkl

|Mijkl(ξ)| ≤ B(ξ)eΛ(Fξ) � e2Λ(Fξ)

B4(ξ)
≤ λ3

min(ξ)λ−1
max(ξ),

and since by (3.22) ln Λ(ξ)� ‖ξ‖ as ‖ξ‖ → ∞, we have

ln
((max

ijkl
|Mijkl(ξ)|
λmin(ξ)

)
∨ 1
)

+ ln ((lnλmax(ξ) ∨ 1))

≤ 2 lnB(ξ) + ln
(
Λ(Fξ) + lnB(ξ)

)� ‖ξ‖, ‖ξ‖ → ∞.
Thus, (A1′) and (A2′) are satisfied.

3.2. General case: self-similar kernel. In this subsection we consider the general case
when t ∈ T is not fixed, and assume that f(t, s) satisfies the self-similarity assumption:

(3.27) f(t, s) = χ(t)f
(

s

θ(t)

)
, t ∈ T, s ∈ I,

with some functions f : �→ � and χ, θ : T → (0,+∞). Assumption (3.27) is satisfied for
particularly interesting processes like the Lévy process and the fractional Lévy motion.
In these cases we have, respectively,

(3.28) f(s) = 1[0,1](s), χ(t) = 1, θ(t) = t;

(3.29) f(s) =
1

Γ(H + 1/2)

[
(1− s)H−1/2

+ − (−s)H−1/2
+

]
, χ(t) = tH−1/2, θ(t) = t.

For the Lévy measure μ we assume (2.1) and (1.3) to hold true, as before. In addition
we assume that

θ(t)→ +∞, ln (lnχ(t)) ∨ 1)� ln θ(t), t→ +∞,
lim inf
t→∞ χ(t) > 0.(3.30)

In the proof of the theorem below we will use the notation

(3.31) H(x, z) := H(1, x, z), Mi1..ik(ξ) := Mi1..ik(1, ξ), λi(ξ) := λi(1, ξ).

Put τ(t) := χ(t)θ(t).
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Theorem 3.2. Suppose that μ satisfies assumptions (A1′) and (A2′). In addition, sup-
pose that μ and f satisfy one of assumptions (N ′

i) and (Fi), i = 1, .., 4, respectively. In
the case i = 1 we assume in addition that μ satisfies the Cramer’s condition (3.17).

Then
(3.32)

pt(x) ∼ 1
τ(t)

√
θ(t)

(2π)nK(x/τ(t))
eθ(t)D(x/τ(t)), t+ ‖x‖ → ∞, (t, x) ∈ [t0,∞)×�n.

Proof. By the self-similarity assumption (3.27) we have
(3.33)

H(t, x, z) = θ(t)H
(

x

τ(t)
, χ(t)z

)
, Mi1..ik(t, ξ) = χk(t)θ(t)Mi1..ik(χ(t)ξ), k ≥ 1.

Denote by ζ(y) the solution to

(3.34) gradζH(y, iζ) = 0.

The equality (3.33) for H(t, x, z) implies that the equation gradξH(t, x, iξ) = 0 can be
rewritten as

χ(t)θ(t)gradζH
(

x

τ(t)
, iζ

) ∣∣∣
ζ=χ(t)ξ

= 0,

from where we conclude that ξ(t, x) satisfies

ξ(t, x) = χ−1(t)ζ
(

x

τ(t)

)
,

By the equality for Mij in (3.33) we have

(3.35) λi(t, ξ(t, x)) = χ2(t)θ(t)λi(ζ(
x

τ(t)
)),

implying

D(t, x) = θ(t)D
( x

τ(t)

)
, det�(t, ξ(t, x)) = χ2(t)θ(t) det�

(
ζ
( x

τ(t)

))
.

Thus (3.32) would follow from (2.16) with A = [t0,+∞)×�n, provided that conditions
(A1) – (A4) are verified.

By (3.30),

(3.36) t+ ‖ξ‖ → ∞ implies θ(t)→ +∞ or χ(t)‖ξ‖ → +∞.
Let

B = {(t, ξ) : t ≥ t0} ≡ {(t, ξ(t, x)) : t ≥ t0}.
By the right-hand side relation in (3.33) and (3.35) we get

(3.37)
maxijkl |Mijkl(t, ξ)|
λ3
min(t, ξ)λ−1

max(t, ξ)
=

maxijkl |Mijkl(χ(t)ξ)|
θ(t)λ3

min(χ(t)ξ))λ−1
max(χ(t)ξ)

.

Hence, (A1) follows from (A1′).
Further, by the right-hand side relation in (3.33) and (3.35)

(3.38)
maxijkl |Mijkl(t, ξ)|

λmin(t, ξ)
= χ2(t)

maxijkl |Mijkl(χ(t)ξ)|
λmin(χ(t)ξ)

which together with (A2′) and (3.36) gives

ln
((

χ−2(t)
maxijkl |Mijkl(t, ξ)|

λmin(t, ξ)

)
∨ 1
)
� ln θ(t)+χ(t)‖ξ‖, t+‖ξ‖ → +∞, (t, ξ) ∈ B.
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Similarly,

ln
((

lnλmax(t, ξ)
)
∨ 1
)

= ln
(
ln
(
χ2(t)θ(t)λmax(χ(t)ξ)

)
∨ 1
)

= ln
((

lnχ2(t) + ln θ(t) + lnλmax(χ(t)ξ)
)
∨ 1
)
.

(By the second-line relation in (3.30) we can drop the term (1 ∨ χ−1(t)) in (A2)). By
(A2′), (3.36) and (3.30) we have

ln
((

lnλmax(t, ξ)
)
∨ 1
)
� ln θ(t) + χ(t)‖ξ‖, t+ ‖ξ‖ → +∞, (t, ξ) ∈ B.

This completes the proof of (A2).
By (A3′′), for every κ > 0 there exists Q > 0 such that

Θ(r,�+) ≥ κ ln r, r ≥ Q.

By the self-similarity assumption (3.27), we have

Θ(t, r, A) = θ(t)Θ
(
χ(t)r,

1
χ(t)

A

)
.

Denote θ∗ = inft θ(t), χ∗ = inft χ(t). Then taking

κ =
1 + δ

θ∗
and R = χ−1

∗ Q,

we obtain (A3) from (A3′).
Finally, by (A4′) we have

inf
r≥ε

Θ(t, r, [qχ(t),+∞)) = θ(t) inf
r≥ε

Θ(χ(t)r, [q,+∞))

= θ(t) inf
r′>χ(t)ε

Θ(r′, [q,+∞)) ≥ cθ(t)
(
(χ(t)ε)2 ∧ 1

)
,

implying (A4).
Thus, conditions (A1) – (A4) are satisfied, implying that (3.32) follows from (2.16). �

4. Application

As an example of an application of Theorem 2.1 we prove the ratio limit theorem for the
distribution density p(x). In [18] the ratio limit theorem is proved in the one-dimensional
case for the invariant distribution density of the Lévy-driven Ornstein-Uhlebeck process
X , and further used in [24] in the proof of the spectral gap property of X . Namely,
in [24] the proof of the existence of the spectral gap consists of two parts: it it shown
that X and the dual process X∗ satisfy a) the Doeblin condition, b) the Lyapunov type
condition. The ratio limit theorem is essential to show b) for X∗; other parts can be
deduced from [22], [23], [25].

Let

(4.1) ra(x) :=
p(x+ a)
p(x)

, a ∈ �n.

Recall that ζ(x) denotes the critical point of H(1, x, iξ) on �.

Theorem 4.1. Assume that conditions of Theorem 3.1 are satisfied, and

(4.2) λmax(ξ) ≤ cλmin(ξ) for all ξ ∈ �n,
for some c > 0, independent of ξ. Then

(4.3) ra(x) ∼ ea·ζ(x) as ‖x‖ → ∞.
For the proof we need the auxiliary lemma.
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Lemma 4.1. Let An(x) = (aij(x))ni,j=1 be a non-degenerate n× n matrix with C1(�n)
elements. Then

(4.4) ‖∇det An‖ ≤ cn max
ij
‖∇aij(x)‖max

i,j
|aij(x)|n−1.

Proof. We prove the statement of the Lemma by induction. For n = 1 the statement is
obvious. Suppose that the statement of the Lemma holds true for any non-degenerate
(n − 1) × (n − 1) matrix with smooth elements. Denote by An−1(j), j = 1, .., n, the
matrices obtained from An by deleting the first line and j-th row. Then

‖∇det An(x)‖ ≤
∥∥∇( n∑

j=1

(−1)j+1a11 det An−1(j)
)∥∥

=
∥∥ n∑
j=1

(−1)j+1
(∇a1j · det An−1(j) + a1j∇det An−1(j)

)∥∥
≤ n
(
max
ij
‖∇aij(x)‖max

ij
|aij |n−1

+ cn−1 max
ij
|aij(x)|max

ij
‖∇aij(x)‖max

ij
|aij |n−2

)
≤ cn max

ij
‖∇aij(x)‖max

ij
|aij(x)|n−1.

�

Proof of Theorem 4.1. From Theorem 3.1 we have

ra(x) ∼ K(x)
K(x + a)

eD(x+a)−D(x), ‖x‖ → ∞.

We show that
K(x)

K(x+ a)
→ 1

and

D(x+ a)−D(x) = a · ζ(x) + o(1) as ‖x‖ → ∞.
We have

D(x+ a)−D(x) = a · ζ(x) − (x+ a) · (ζ(x + a)− ζ(x)) + M0(ζ(x + a))−M0(ζ(x)).

Observe that ζ satisfies the equation

(4.5) x = ∇ζM0(ζ).

Differentiating with respect to x we get

I = ∇x
(∇ζM0(ζ(x))

)
= ∇2

ζM0(ζ)∇xζ(x) = M(ζ(x))∇xζ(x).
Since M is non-degenerate, we have for ea := a

‖a‖

(4.6) M
−1(ζ(x))ea = ∇ζ(x)ea =: ζ′a(x),

implying

(4.7) ‖ζ′a(x)‖ ≤ ‖M−1(ζ(x))‖ =
1

λmin(ζ(x))
→ 0, ‖x‖ → ∞.
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Therefore by the mean value theorem and (4.5) we have

(x+ a) · (ζ(x + a)− ζ(x)) −M0(ζ(x + a))−M0(ζ(x)) = (x + a)
∫ 1

0

∇ζ(y)∣∣
y=x+sa

· ads

−
∫ 1

0

∇ζM0(ζ(y))∇ζ(y) · a
∣∣
y=x+sa

ds

= ‖a‖( ∫ 1

0

(x + a) · ζ′a(x+ sa)ds−
∫ 1

0

(x + sa) · ζ′a(x+ sa)
)

= ‖a‖2
∫ 1

0

(1− s)ea · ζ′a(x + sa)ds.

By (4.7) the norm of the right-hand side expression tends to 0 as ‖x‖ → ∞, implying

(4.8) D(x + a)−D(x) ∼ a · ζ(x) + o(1), ‖x‖ → ∞.
Further,

K(x + a)
K(x)

= eln
K(x+a)

K(x) = e
� 1
0 ∇(ln K(x+sa))·ads.

By (4.2) and Lemma 4.1∥∥∇ ln K(x)‖ ≤ c1(n)
maxijk |Mijk(ζ(x))|

λnmin(ζ(x))
λn−1
max(ζ(x))‖∇ζ(x)‖

≤ c2(n)
maxijk |Mijk(ζ(x))|

λ2
min(ζ(x))

� λ
− 1

2
min(ζ(x)) → 0, ‖x‖ → ∞,

where in the last line we used (2.28). Thus,

K(x+ a)
K(x)

→ 1 as ‖x‖ → ∞,

which together with (4.8) implies the statement of the theorem. �
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