Math-Net.Ru

A. B. Aleksandrov, V. V. Peller, Operator Lipschitz
functions, Russtan Mathematical Surveys, 2016, Volume 71,
Issue 4, 605-702

DOI: 10.1070/RM9729

UcnonpzoBanne Obmepoccuiickoro maremaruaeckoro mopraja Math-Net.Ru og-
Pa3yMeBaeT, 9TO BbI IPOIUTAJN U COMVIACHBI C MMOJIH30BATETLCKAM COTJIAIIECHIEM
http://www.mathnet.ru/rus/agreement

[lapaMeTpsl 3arpPy3KHU:
IP: 3.17.186.188
13 moabps 2024 r., 00:03:56




Russian Math. Surveys 71:4 605-702

Uspekhi Mat. Nauk 71:4 3-106

DOI 10.1070/RM9729

Operator Lipschitz functions

A.B. Aleksandrov and V. V. Peller

Abstract. The goal of this survey is a comprehensive study of operator
Lipschitz functions. A continuous function f on the real line R is said
to be operator Lipschitz if ||f(A) — f(B)|| < const||A — B|| for arbitrary
self-adjoint operators A and B. Sufficient conditions and necessary condi-
tions are given for operator Lipschitzness. The class of operator differen-
tiable functions on R is also studied. Further, operator Lipschitz functions
on closed subsets of the plane are considered, and the class of commutator
Lipschitz functions on such subsets is introduced. An important role for
the study of such classes of functions is played by double operator integrals
and Schur multipliers.
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1. Introduction

One of the most important problems in perturbation theory is the study of how
much a function f(A) of an operator A can change under small perturbations of
the operator. In particular, in a natural way the problem arises of describing the
class of continuous functions f on the real line R such that

1/(A) = F(B)|| < const [|A — B| (L.1)

for arbitrary (bounded) self-adjoint operators A and B on a Hilbert space. Such
functions are said to be operator Lipschitz. We recall that functions of self-adjoint
(normal) operators are defined as the integrals of these functions with respect to
the spectral measures of the operators (see [68]).

We will denote the class of operator Lipschitz functions on R by OL(R). If f is
an operator Lipschitz function, then the inequality (1.1) also holds for unbounded
self-adjoint operators A and B with bounded difference (see Theorem 3.2.1 below),
and moreover, the constant on the right-hand side remains the same. The minimal
value of this constant is, by definition, the norm || f|oL = ||fl|or(r) of the function f
in the space OL(R) (strictly speaking, it is a seminorm that becomes a norm after
the identification of functions that differ from each other by a constant function).

Clearly, if f is an operator Lipschitz function, then it is Lipschitz, that is,

[f(2) = f(y)] < const |z —y|

for any real « and y (we use the notation Lip(R) for the class of Lipschitz functions
on R). The converse is false. In [25] Farforovskaya constructed an example of
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a Lipschitz function that is not operator Lipschitz. Later it was shown in [45]
and [34] that the Lipschitz function = — |z| is not operator Lipschitz.

Operator Lipschitz functions play an important role in operator theory and math-
ematical physics. In particular, they appear when studying the applicability of the
Lifshits—Krein trace formula:

trace((4) = £(B)) = [ 1/t)ete) i (1:2)

(see [41]). Here A and B are self-adjoint operators acting in a Hilbert space such
that A — B is a trace class operator (that is, A — B € S;) and ¢ is a function
of class L*(R) (the spectral shift function) which is determined only by A and B.
Obviously, the right-hand side of (1.2) makes sense for an arbitrary Lipschitz func-
tion f. As for the left-hand side, the conditions A — B € S; and f € Lip(R) do
not guarantee that f(A) — f(B) € S1, as seen from the example of Farforovskaya
in [26]. Thus, for applicability of the trace formula (1.2) for all pairs of self-adjoint
operators with trace class difference, one has to impose a stronger condition on f.
At the least, f must have the following property:

A-BeS, = f(A)—f(B)eS; (1.3)

for self-adjoint operators A and B. For a function f on R the property (1.3) holds for
any (not necessarily bounded) self-adjoint operators if and only if f is operator
Lipschitz (see Theorem 3.6.5 below). It turns out (see the recent paper [64]) that
the operator Lipschitzness of f is not only necessary for the validity of the trace
formula (1.2) for any (not necessarily bounded) self-adjoint operators A and B with
trace class difference, but also sufficient.

The class of operator Lipschitz functions possesses certain specific properties.
For example, operator Lipschitz functions must be differentiable everywhere, but
not necessarily continuously differentiable (see Theorem 3.3.3 and Example 7
in§1.1).

It turns out that operator Lipschitzness can be characterized in terms of Schur
multipliers (see §3.3). We will see that a continuous function f on R is operator
Lipschitz if and only if it is differentiable everywhere and the divided difference © f,

(@f)(l’,y) dﬁfM? x,yER,
r—y
is a Schur multiplier.

Similarly, one can consider the same problem for functions on the circle and
for unitary operators. A continuous function f on the unit circle T is said to be
operator Lipschitz if ||f(U) — f(V)|| < const ||U — V|| for any unitary operators U
and V.

In Chapter I below we discuss necessary conditions and sufficient conditions for
functions on the line R and on the circle T to be operator Lipschitz. In the case of
self-adjoint operators a key role is played by the inequality

1f(A) = f(B)| < consto|[f|[=]A — Bl (1.4)
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for any self-adjoint operators A and B with bounded difference and any bounded
function f on R whose Fourier transform is supported in [—o,0], ¢ > 0. This
inequality was obtained in [56] and [58]. Later, it was shown in [10] that (1.4) holds
with the constant 1.

By analogy with operator Lipschitz functions, it would be natural to consider
operator Holder functions. Let 0 < a < 1. We say that a function f on R is
operator Holder of order « if the inequality

1/(A) = f(B)|| < const [[A - B|*

holds for arbitrary self-adjoint operators A and B acting in a Hilbert space. However
(see §1.7), the situation here is quite different from the case of operator Lipschitz
estimates: a function f is operator Holder of order « if and only if it belongs to the
class A, (R) of Hélder functions of order «, that is, |f(x) — f(y)| < const |z — y|®,
T,y € R.

In Chap. II we discuss double operator integrals, that is, expressions of the form

[[ ey abi@) da).

Here ® is a bounded measurable function, T is a bounded linear operator on
a Hilbert space, and F; and E5 are spectral measures. Double operator integrals
appeared in the paper [23] by Daletskii and S. G. Krein and were studied systemat-
ically by Birman and Solomyak in [19]-[21]. Already in these papers the important
role that double operator integrals play in perturbation theory was noted. Double
operator integrals are defined for arbitrary bounded linear operators T' in the case
when the function ® is a Schur multiplier with respect to £ and Es. In Chap. II
we study the space of such Schur multipliers. We begin by studying the so-called
discrete Schur multipliers, and then we use them to study Schur multipliers with
respect to spectral measures.

Next, in Chap. IIT we consider the class OL(F) of operator Lipschitz functions on
an arbitrary closed subset § of the complex plane C, which consists of continuous
functions f on § such that

[[f(N1) = f(N2)|| < const [ N1 — No (1.5)

for any normal operators N; and N; whose spectra are contained in §. We also
study in detail the class of commutator Lipschitz functions on §, that is, the class
of continuous functions f on § such that

[f(N1)R — Rf(N2)|| < const [[N1 R — RNo|

for any bounded linear operator R and any normal operators N; and N, with
spectra in §. To study these classes of functions, we use results from Chap. II.

As in the case of self-adjoint operators, in the study of the class of operator
Lipschitz functions on the whole plane a key role is played by the following gener-
alization of the inequality (1.4):

[[f(N1) = f(N2)|| < consto| =[Ny — Nel (1.6)
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for any normal operators N7 and N with bounded difference and any bounded
function f on R? whose Fourier transform is supported in [—o,0] x [~0,0]. We
remark that the proof of the inequality (1.4) obtained in [56] and [58] cannot be
generalized to the case of normal operators. A new method for obtaining such
estimates was found in [14].

We also obtain a sufficient condition (found in [3]) for the commutator Lipschitz-
ness of functions on a proper closed subset of the plane in terms of Cauchy integrals
of measures on the complement of the set. We use this condition to deduce the
Arazy-Bartman-Friedman sufficient condition [15] for commutator Lipschitzness
of functions analytic in the disk, as well as its analogue for the upper half-plane.

Finally, in Chap. III we study properties of commutator Lipschitz functions on
the unit circle T that admit analytic extensions to the unit disk D; these results are
grouped around the results of Kissin and Shulman in [39].

In the final section “Concluding remarks” we mention briefly certain results not
covered in the survey.

The authors would like to express their sincere gratitude to V.S. Shulman for
helpful remarks.

2. Preliminaries and notation

1. Besov classes. Let w be an infinitely differentiable function on R such that
1 s
w =0, suppw C 5,2 , and w(s)=1-w 3 for s € [1,2]. (2.1)

We define functions W,,, n € Z, on R¢ by

— M _ def d 1/2
(yWn)(x)—w on )’ n € 7, LL'—((El,...,il'd, ||_ Z;E ,

j=1

where .Z is the Fourier transform defined on L!(R¢) by

(9f)(t)=/ F@)e @D de, 3= (21, wa),

Rd

d
def
t=(tr,...,ta), (2,8) =) ajt;.
j=1

Clearly, 3, ., (FW,)(t) =1, t € R\ {0}.
With each tempered distribution f in .#’(R?) we associate the sequence { f,, }nez
with

def

fn =[x Wh. (2.2)

The formal series ) ., fn, being a Paley—Wiener type expansion of f, does not

necessarily converge to f. We first define the (homogeneous) Besov class B;,q(]Rd)
with s € R and 0 < p,q < oo to be the space of distributions f such that

{2 fnllzr ynez € £9(Z),  |I/]

pr, LIl bnczll gy (23)
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In accordance with this definition, B;,q (RY) contains all polynomials and
[fllz;, = 0 for every polynomial f. Moreover, a distribution f is uniquely
determined by the sequence { f,, }nez up to a polynomial. It is easy to see that the
series 2"20 fn converges in .7’/ (R%).! However, the series > <o fn can diverge in
general. Nevertheless, it can be proved that the series

Z axh . 8$;d for r; 20, 1<j<d, Z_:Tj =, (2.4)

converge uniformly on R for r € Z, and r > s — d/p. We note that for ¢ < 1 the
series in (2.4) converge uniformly under the weaker assumption that r > s — d/p.

We can now define the modified (homogeneous) Besov space Bj (RY): f €
Bs ,(RY) if (2.3) holds and

d
o o f
7f:zif for r;>0, 1<j<d, » rj=nr,
nez =

T1 Td 1 Td
Oxy' --- 0z Oxy' --- 0z

in the space .#’/(R%), where 7 is the minimal non-negative integer such that r >
s—d/p (r 2 s—d/pif ¢ <1). Now f is uniquely determined by the sequence
{fn}nez up to a polynomial of degree less than r. Also, a polynomial g belongs
to B;’Q(Rd) if and only if degg < 7.

In the case p = ¢ we use the notation B3(R?) for B ,(R%).

We now consider the scale A,(R?), a > 0, of Hélder-Zygmund classes. They
can be defined by A, (R?) = 4f pa o (RY).

The Besov classes admit many other descriptions. We give the one in terms of
finite differences. For h in R? we define the difference operator Ay by (A f)(z) =
flx4+h) — f(z), z € R,

Let s >0, m € Z, and m — 1 < s < m. For p,q € [1,400] the Besov class
Bs ,(R%) can be defined as the set of functions f in L, (R?) such that

AT | L
/ |h|7d*5q||A;L”quLp dh < o0, ¢ < o0; sup 7H h fQHLP <00, =00
R4 h#0 |h\

However, with this definition the Besov classes can contain polynomials of degree
higher than in the case of the definition in terms of convolutions with the func-
tions W,.

The space B, can be defined in terms of the Poisson integral. Let Py(x,t)
be the Poisson kernel on R4 ef {(z,t): * € RY, t > 0}, that is, Py(z,t) =
cat(|z)? + t2)~@TD/2 where cq = 7~ (@+1D/20((d + 1)/2). With each function f in
L' (RY, (J|z] + 1)~ @+ dz) we can associate the Poisson integral Pf,

Pt = [ Pale=u)f @)y

IHere and in what follows we assume that the space 57’(]R’1) is equipped with the weak
topology o (.7/(R%),.7(R9)).
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Then for every positive integer m,

o™ (Pf) O™ Py(x —y,t)
— o (z,t) = / —_—
Rd

5 g f(y)dy. (2.5)

Note that the integral in (2.5) makes sense for all f € L!(R?, (||z||+1)~(@+m+D dz),

am
which lets us define W'P f
Let meZ, m—1<s<m,and 1< < +o0o. We can define B;q as the set

of functions f € L' (R, (||z| + 1)~ d+m+1) d:c) such that

o0 am
(m-sya—1|[ ( O™ .
T (R
sup £ (%Pf)(~,t)

t>0
It is true that also with this definition Besov classes can contain polynomials of
degree higher than in the case of the definition in terms of the convolutions with W,.
We note further that this definition in terms of the Poisson integral can also be used
under certain provisions in the case when p < 1 or g < 1.
We now proceed to Besov classes of functions on the unit circle T. Let w be
a function satisfying (2.1). We define the trigonometric polynomials W,,, n > 0, by

q

1/q
dt) < +00, q < 400,
(R<)

< +00, q = +00.
Lr(R4)

Wa(©) S w (J)c Rzl ad WO Y @, ceT

JEL {5+ 171<1}
If f is a distribution on T, then we put f, = f * W,, for n > 0 and say that f
belongs to the Besov class B, ,(T) with s € R and 0 < p,q < oo if

(2% fullzo }, 50 € £ (2.6)

Let s € R with s > max{0,1/p — 1}, and let m be a positive integer such that
m > max{s,s + 1/p — 1}. Then a distribution f on T belongs to B, ,(T) if and
only if

1 m
/ 7‘(1 _ 742)(m—s)q—1 0 — (('Pf)(TC)) dr < 400, q < 400,
0 orm Lr(T)
am
sup (1 —r3)m~ — ((Pf)(rQ)) < 400, q = +00,
ref0,1) aorm L (T)

where P f denotes the Poisson integral of the distribution f.

In the definitions of Besov classes in terms of the Poisson integral we considered
the mth derivative with respect to the variable ¢ in the first case and with respect
to the variable r in the second case. It is well known that in both cases we would
get an equivalent definition if we required that the analogous expressions for all the
partial derivatives (including mixed) of order m be finite.

We refer the reader to [52] and [74] for more detailed information about the
Besov classes.
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2. Schatten—von Neumann classes. The singular values s;(T) (j > 0) of
a bounded linear operator T' on a Hilbert space are defined by

5;(T) inf{||T — R||: rank R < j}.

The Schatten—von Neumann class Sp, with 0 < p < 0o consists by definition of the
operators T' for which

IT||s, < <Z($j(T))p>1/p < oo.

320

For p > 1 this is a normed ideal of operators on a Hilbert space. The class S}
is called the trace class. If T is a trace class operator on a Hilbert space .72,
then its trace traceT is defined by trace T’ e >_js0(Tej,e;), where {e;};>0 is an
orthonormal basis in 7. The right-hand side does not depend on the choice of
a basis.

The class S5 is called the Hilbert—Schmidt class. It forms a Hilbert space with
inner product (T, R)s, ot trace(TR*).

For p € (1,00) the dual space (S,)* can be identified isometrically with the

space S,y with 1/p+1/p’ = 1 via the bilinear form (7T, R) def trace(T'R). The space
dual to S can be identified with the space of bounded linear operators via the
same bilinear form, while the space dual to the space of compact operators can be
identified with S;.

We refer the reader to [28] for more detailed information.

3. Hankel operators. For a function ¢ of class L? on the unit circle T, the Hankel

operator H, is defined on the dense subset of polynomials in the Hardy class H 2

by H,f def P_¢f, where P_ is the orthogonal projection from L? onto H? def

L?c H?. By Nehari’s theorem, H, extends to a bounded operator from H?to H? if
and only if there exists a function v of class L> on T whose Fourier coefficients @(n)
satisfy the equality QZ(n) = @(n) for n < 0. The last property, in turn, is equivalent
by Ch. Fefferman’s theorem to the condition that P_¢ belongs to the class BMO.

A Hankel operator H, belongs to the Schatten—von Neumann class S, if and
only if the function P_¢ belongs to the Besov class B;/p(']l‘). For p > 1 this was
proved in [54], and for p € (0,1) in [55] (see also [53] and [69], where other proofs
are given for p < 1).

It is easy to see that the operator H, has the matrix {&(—j — k — 1)},>0, &>1
in the bases {27};>¢ and {Z"};>1. Such matrices, that is, matrices of the form
{aj+k;}j’k>07 are called Hankel matrices. The criterion for Hankel operators to
belong to S, can be reformulated as follows: an operator on (* with Hankel matriz
{ajr}ikz0 belongs to Sy with p > 0 if and only if the function )~ ;27 belongs
to BL/P(T).

We refer the reader to the monograph [60] for proofs of the above results and for
more detailed information on Hankel operators.
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4. Notation. Here is a list of some of the notation used in this survey.
e OL(3F) is the space of operator Lipschitz functions on a closed subset §
of the complex plane C;
o CL(3) is the space of commutator Lipschitz functions on a closed subset §
of C;
e OD(R) is the space of operator differentiable functions on R;

o B(s11, 5) is the space of bounded linear operators from a Hilbert space 1

to a Hilbert space 7%, and B(J¢) et B(#,);

o B (H) is the space of bounded self-adjoint operators on a Hilbert space J7;
e m is normalized Lebesgue measure on the circle T;
e My is Lebesgue measure on the plane.

Chapter I. Operator Lipschitz functions
on the line and on the circle. The first round

In this introductory chapter we consider operator Lipschitz functions on the real
line R and on the unit circle T. Later, in Chap. III, we will subject the class
of operator Lipschitz functions to a more detailed study, and we will also study
operator Lipschitz functions on closed subsets of the complex plane C.

We use the notation OL(R) for the class of operator Lipschitz functions on R,
and for f € OL(R) we put

def 1/(A) = (Bl
[ flloL®) = SUP{A—B|

: A and B are self-adjoint operators, A # B}.
Similarly, we introduce the space OL(T) of operator Lipschitz functions on T,
replacing self-adjoint operators by unitary operators.

It turns out that the class OL(R) has somewhat unusual properties. In par-
ticular, functions in this class must be differentiable everywhere on R and also
must have a derivative at infinity, that is, the limit limp_, f(f)/t must exist (see
Theorem 3.3.3 below). This implies the McIntosh-Kato result mentioned in the
Introduction: the function = — |z| is not operator Lipschitz. On the other hand,
functions of class OL(R) do not have to be continuously differentiable. In particu-
lar, the function 2 + 2% sin(1/x), while not continuously differentiable, is operator
Lipschitz (see Theorem 1.1.4 below).

We begin this chapter with elementary examples of operator Lipschitz functions
(see §1.1).

In § 1.2 we introduce the class of operator differentiable functions and the class of
locally operator differentiable functions. It turns out that for the definition of these
classes, it does not matter whether we consider differentiability in the sense of
Gateaux or in the sense of Fréchet. We will see that (locally) operator differentiable
functions must be continuously differentiable and that operator differentiable func-
tions must be operator Lipschitz. However, not every operator Lipschitz function
is operator differentiable.

Besides operator Lipschitz functions, we consider in § 1.3 commutator Lipschitz
functions, that is, functions f on R such that

[f(A)R — Rf(B)|| < const || AR — RB|
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for any self-adjoint operators A and B (again, no matter whether bounded or not)
and any bounded linear operator R. The commutator Lipschitz norm || f|lcrr) of f
is defined as the minimal constant for which the inequality holds. Similarly, we can
define commutator Lipschitz functions on the unit circle if instead of self-adjoint
operators we consider unitary operators.

It turns out that for functions on the line (as well as for functions on the circle)
the class of commutator Lipschitz functions coincides with the class of operator
Lipschitz functions. In Chap. III we will see that for functions on an arbitrary
closed subset of the plane R? this is no longer true.

In this chapter we obtain a sufficient condition for operator Lipschitzness on the
line and on the circle (see §1.6) as well as a necessary condition (see § 1.5), and we
compare them.

It would also be natural to consider the class of operator Hélder functions of
order a with 0 < a < 1, that is, the class of functions f such that

[/(A) = F(B)|| < const |A — B

for self-adjoint operators A and B acting in a Hilbert space. However, this term
turned out to be short-lived, because every function f on R of Hdélder class of
order « is necessarily operator Holder of order a (see §1.7).

1.1. Elementary examples of operator Lipschitz functions

In this section we give examples of operator Lipschitz functions on the line and
circle and obtain simple sufficient conditions for operator Lipschitzness.

Example 1. For every X in C\R the function (A—x)~! is operator Lipschitz on R,
and [[(A — )" oL = [Tm A| 2.

Proof. The Hilbert resolvent identity

N —-A)P—M-B)' =\ -A)"YA-B)(\ -B)™!
immediately implies that ||(A — )~ !{|on®) < [ImA|72. It remains to observe that
A =2)"HoLw) = [(A = 2) " lLipm = [ImA|72. O
Example 1. For every A in C\ T the function (A — z)~! is operator Lipschitz
on T, and [[(A —2)"orm = (A —1)72
Example 2. The function z — log(l + iz) is operator Lipschitz on R, and
| log(1 +iz)|lor®) = 1. Here log means the principal branch of the logarithm.

1 1

P'roof. C]ear]y7 log(]_ + 11’) — f+oo< ) dt. It follows that

0 \1+4¢t 1+t+ix
+oo 1 1
log(1 + iz </ - i dt
[| log( o) 0 ’1+t 1+t+izx OL(R)

+o0 +oo dt
:/ Y dt Z/ 5 = 1.
0 L+t +iz|onm) o (141

On the other hand, the inequality |log(1 + iz)|lor®) = 1 is obvious because
[[log(1 + iz)[loLr) = [[log(1 +iz)||Lipr) = 1. O

’ 1
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In a similar way one can prove that for every A in C\ R we have the equality
[log(A — 2)[lor®) = [Im A| ™!, where log(A — x) denotes any regular branch of the
function log(A — z) on R.

Example 3. The function arctan is operator Lipschitz and || arctan [|orw) = 1.

Proof. It suffices to verify that || arctan ||or,®) < 1. To this end, we observe that
arctanz = Imlog(l +iz), z € R. O

Example 4. For every positive integer n, ||(A — ) "|loL®) = n/ImA|7"~! for all
AeC\R.

Proof. Substituting X = (M —A)~! and Y = (A —B) ™! in the elementary identity

n

Xm—yr = X"RHX -y)yh, (1.1.1)
k=1
we obtain
M=A)"" =\ =B) ™ =) M-A)}"(AI-A)"' =M -B)") (M -B)"*
k=1

Therefore, for any self-adjoint operators A and B

A = A)™" = (M = B)™"|

JT = AV (AL = A)~ = (AT = B) ™| - (A — B)'¥|

M:

x>
Il
—

| Tm A"~ Tm A| 72||A — B|| - [Tm A|*™% = n|Im \| 7"} ||A — B|.

M:

x>~
Il
_

Thus, we have proved that ||(A] —z)™"||or®) < n|ImA[~"~!. It remains to observe
that (A — ) "loLm) = [|(A = ) " ||Lip@) = n/Im A7~ O

Example 5. The function z +— el®®
le'*[loLw) = lal-

, a € R, 1is operator Lipschitz, and

Proof. Again, it suffices to establish only the upper estimate. We can assume
that a = 1. Let A and B be self-adjoint operators. Then

. e , L . . e . .
(eltAe 1tB> :lAeltAe 1tB_161tAe ltBleeltA(A_B)e 1tB7

whence
1
HeiA _ eiB” — ||€iA€_iB _ IH —_ eitA<A _ B>e—itB dtH
1 _ 1
< / |e*4(A — B)e P dt = / |A - B|dt=|A-B|. 0
0 0
In all the above examples we have the equality || f|loL®) = |||l L&), Which is

rather an exception than a rule.
Example 5 immediately implies the following assertion.
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Theorem 1.1.1. Let f be a primitive of the Fourier transform % u of a complex
Borel measure p on R. Then f € OL(R) and || flloLw) < |lpll-

Proof. We can assume that f(0) = 0. Then

f@)= [ Fwwa= [ ([t au) i
_/01 (/Rxeim du(s)> dt—i/RemS—ldu(s).

eisT _ 1

Hence, || fllovm) < /
R S

() < [ dlul(s) = - ©

OL(R) R

Corollary 1.1.2. Let f € CY(R). Suppose that the function f' is positive definite.
Then || flloL®) = Il fllLip®) = f'(0).

Proof. By the classical theorem of Bochner (see, for example, [77]), f' can be rep-
resented in the form f’ = .%pu, where p is a finite positive Borel measure on R.

It remains to observe that ||ul| = f'(0) = |f/(0)] < [fllLip@) < [[flloLw) < llel;
where the last inequality follows from Theorem 1.1.1. O

In this section almost all the above examples of explicit calculation of the semi-
norm in OL(R) are based more or less on Corollary 1.1.2. Nevertheless, one can con-
struct an example of a function f in OL(R) such that || fllor®) = || fllLipe) = f(0)
and f does not satisfy the conditions of Corollary 1.1.2.

On the other hand, if || flloL®) = | fllLipw) = (f(a) — f(0))/a =1 for an a € R
with a # 0, then f(x) =z + f(0) for all z € R.

Example 5 admits one more generalization, the so-called operator Bernstein
inequality. This will be discussed in §1.4. In particular, it will be shown there
that L>(R) N &, C OL(R), where the symbol &, denotes the space of entire func-
tions of exponential type at most o.

We now consider examples of operator Lipschitz functions on the unit circle T.

Example 6. Let n € Z. Then ||2"|or) = |n| for all n € Z.

Proof. It suffices to consider the case when n > 0, and then everything reduces to
verifying the inequality ||{U™ — V™| < n||U — V|| for any unitary operators U and V.
For a proof it suffices to substitute X =U and Y =V in (1.1.1). O

This example immediately leads to an analogue of Theorem 1.1.1 for the circle.

Theorem 1.1.3. Let f be a continuous function on the unit circle T such that

~

YonezInl-[f(n)] < oco. Then
fEOLT) and | flloum <Y Inl-[f(n)].
nez
We remark that stronger results will soon be given in §1.6.

Example 7. The function z +— 22sin(1/z) is operator Lipschitz. To see this, we
prove the following theorem.



Operator Lipschitz functions 617

Theorem 1.1.4. Let f € OL(R) and f(0) = 0. Put g(z) = 22f(x~1) for z # 0
and g(0) = 0. Then g € OL(R) and

*||f\|0L(R) lglloLw) < 3l fllovw)- (1.1.2)

Proof. 1t suffices to prove the second inequality, because the first inequality reduces
to the second. We can assume that || f||orr) = 1. As we noted in the introduction to
this chapter, for functions on the line, operator Lipschitzness is equivalent to com-
mutator Lipschitzness, and the corresponding norms coincide: ||f{loL®) = I|fllcL(r)
(see §1.3 and §3.1). Therefore, it suffices to prove that the inequality

IF(AR - Rf(A)| < AR — RA| (1.1.3)

for any bounded operator R and any bounded self-adjoint operator A implies that
lg(A)R — Rg(A)| < 3||AR — RA|| for any bounded operator R and any self-adjoint
operator A. Suppose first that A is invertible. This case reduces to the assertion
that

|A2f(A™H)R — RA?f(A™)]| < 3|AR — RA| (1.1.4)

for any bounded operator R and any invertible self-adjoint operator A. We have

FATHA’R — RA*f(A™Y) = f(A"Y)A(AR — RA) + f(A"1)ARA
— ARAF(A™Y) + (AR — RA)Af(A™H).

Clearly, | Af (A7 < sup,o [~ f(B)] < [IfllLip) < oL@ = 1. Consequently,
IF(ATHAAR — RA)|| < AR — RA||,  [I(AR — RA)Af(A™)| < AR — RA]|.
Substituting the operators ARA and A~! in (1.1.3), we get that
|F(A™Y)ARA — ARAF(A™V)| < A" ARA — ARAA™Y| = | AR — RA|,

which immediately implies (1.1.4). To consider the general case, it is sufficient
to observe that for any positive number § there exists an invertible self-adjoint
operator As such that AA; = As;A and ||A — As]| < d. Then for all § > 0,

[g(A)R — Rg(A)|| < [lg(A) — g(As)|| - [ Rl + [lg(As) R — Rg(As)||
+ llg(As) — (Al - IR]]
< 20||R| - l9llLipr) + 3l|As R — RAs||
< 63| Rl - [ flliper) + 3IIAR — RA|| + 66| R||
< 3||AR — RA| + 126||R||. a

Remark. Tt is now clear that in view of Example 5 the function g defined by g(x) =
x?sin(1/z) is operator Lipschitz. The function g gives an ezample of an operator
Lipschitz function that is not continuously differentiable. The problem of the exis-
tence of such functions was posed in [76] and solved in [36]. The fact that g is
operator Lipschitz on every finite interval was established in [38]. Recall (see Theo-
rem 3.3.3 below) that every operator Lipschitz function on R must be differentiable
everywhere.
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We note also that it was proved in [3] that a set on the line is the set of discon-
tinuities of the derivative of an operator Lipschitz function if and only if it is an
F, set of the first category. In other words, the sets of discontinuity points of the
derivatives of operator Lipschitz functions are the same as the sets of discontinuity
points of functions in the first Baire class.

In §3.10 Theorem 1.1.4 will be generalized to the case of arbitrary linear-
fractional transformations.

1.2. Operator Lipschitzness in comparison
with operator differentiability

Let H be a function on a subset A of the real line R and with values in a Banach
space X. It is said to be Lipschitz if there is a non-negative number c¢ such that

|H(s) — Ht)||lx < cls—1, s, t €A, (1.2.1)
We denote the set of all such functions by Lip(A, X). Let |[H||Lip(a,x) denote the

least constant c satisfying (1.2.1). As usual, we put || H||pip(a,x) o if H ¢
Lip(A, X).

Let f be a continuous function on R. With each self-adjoint operator A and each
bounded self-adjoint operator K we associate the function Hy 4 x with Hf 4 i (t) =
f(A+tK) — f(A), which is defined for those ¢ in R for which f(A+tK)— f(A) €
B(A).

Note that if f € OL(R), then

Hyax € Lip(R,B()) and ||Hya kllLipesor) < 1K - [IfloLm)-
It is easy to see that the following result holds.
Lemma 1.2.1. Let f be a continuous function on R. Then
[ flloLe) = sup{||Hy A,k lLipr,B2)) 0 A, K € Ba(H), | K| =1}
= Sup{||Hf,A,KHLip(R’B(%)): K e Bsa(%), ||K|| = 1, A* = A}

We need the following well-known elementary fact. For the reader’s convenience
we give one of its existing proofs.

Lemma 1.2.2. Let H be a function with values in a Banach space X, defined on
a non-degenerate interval A C R. Then

e [ H(t+h) — H(t)|lx
Hl|w; = sup lim
[ H lipa, ) = sup JTimy n

Proof. The > inequality is evident. To prove the reverse inequality, it suffices to
show that the inequality (1.2.1) holds if ¢ satisfies the condition
w— [[H(t+h) - H(t)[x

¢ > sup lim
teA h—0 |hl

(1.2.2)

We fix such a number ¢ and an arbitrary point ¢ in A. Let A; be the set of points s
in A satisfying the inequality (1.2.1). It follows immediately from (1.2.2) that the
set A; is at the same time open and closed in A. Moreover, A; # & since t € A.
Consequently, A; = A because A is connected. [
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Theorem 1.2.3. Let f be a continuous function on R. Suppose that
w [If(A+tK) — f(A)

lim
e f

< 400
for any (not necessarily bounded) self-adjoint operator A and any bounded self-adjoint

operator K. Then f € OL(R).
Proof. Tt follows easily from Lemmas 1.2.1 and 1.2.2 that

[/ (A+1K) = f(A)
1

I low ey = sup{ AK€ Bul), K] =1,

Thus, if we assume that || f||orm®) = 0o, then for each n in Z, there exist operators
Ap, Ky € Beo () such that | K, || =1 and

i L 08 ),

Consider the self-adjoint operators &/ and K acting in the Hilbert space ¢2(J#) as
follows:

ﬂ(l‘o,l’l,x%. . ) = (Aoaio,AlthQxQ, . ..), (31‘0,.’171,.132,. . ) S 62(%), (1.2.3)
]C(fﬂo,xl,l'g,. . ) = (KQQL'Q,lel,KQZ'Q,. . .), (Zo,.’tl,xg,. . ) S 62(%) (124)

Then
— A + 1K) = (@) _ = [[f(An + tKn) — f(An)]

. o
jim ] > limy | >

for any non-negative integer n, and we arrive at a contradiction. [

Remark. It can be seen from the proof of Theorem 1.2.3 that

If(A+tK) - f(A)]
2|

= Sup{HHf,A,KHLip(R): AvK € Bsa(%)a ||K|

vz =supd i AK€ B, K00 =1

Bea () = 1}-

To state the next theorem, we observe that the function Hy 4 i is differentiable
for any self-adjoint operators A and K if and only if it is differentiable at 0 for
any self-adjoint operators A and K (as usual, the operator K is assumed to be

bounded).
The proof of the following theorem uses Theorem 3.5.6, proved in Chap. III.

Theorem 1.2.4. Let f be a continuous function on R. Then the condition
(a) f € OL(R)
is equivalent to each of the following conditions for any self-adjoint operator A and
any bounded self-adjoint operator K :
(b) Hya,x € Lip(R, B());
(c) the function Hy 4 g is differentiable as a function from R to the space B(I),
equipped with the weak operator topology;
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(d) the function Hy 4 K is differentiable as a function from R to the space B(J€),
equipped with the strong operator topology.

Proof. The implications (a)=-(b) and (d)=-(c) are obvious. The implication
(a) = (d) follows from Theorem 3.5.6 below. Finally, the implications (c) = (a)
and (b) = (a) follow immediately from Theorem 1.2.3. O

We denote by OLj.(R) the space of continuous functions f on R such that
f’[—a,a} € OL([—a,a]) for all @ > 0, and by Lip,,.(R, B(7#)) the space of contin-
uous functions f on R such that f|[—a,a] € Lip([—a,a], B(#)) for all a > 0. All
the results of this section also have natural analogues for these spaces.

Theorem 1.2.5. Let f be a continuous function on R. Suppose that

A )~ FA)]
t—0 |t‘

for all A, K € B, (). Then f € OLjoc(R).

Proof. Suppose that f ¢ OLj.c(R). Then f ¢ OL([—a,a]) for some a > 0. Thus,
for each ¢ > 0 there exist operators A and K in Bg, () such that ||A| < a,
|A+ K| < a, and ||f(A+ K) — f(A)|| > ¢||K||. Repeating the reasoning in the
proof of Theorem 1.2.3, we arrive at a contradiction by constructing self-adjoint
operators &/ and & + KC such that

|l <a | +K]<a and yr%”f@““j')‘ﬂ”)'oo. 0

Theorem 1.2.6. Let f be a continuous function on R. The following assertions
are equivalent:
(8) f € OLic(R):
(b) Hy o,k € Lipyo (R, B(F)) for all A, K € Bsa(H);
(c) for all A, K in Bs,(J€) the function Hy A i is differentiable as a function
from R to the space B(H) equipped with the weak operator topology;
(d) for all A, K in Bs. () the function Hy A i is differentiable as a function
from R to the space B(H) equipped with the strong operator topology.

This theorem can be proved by analogy with Theorem 1.2.4, except that instead
of Theorem 1.2.3 one has to use Theorem 1.2.5.

We note that in [37] it was shown that (a) in Theorem 1.2.6 is equivalent to
differentiability in the norm in all compact directions for all bounded self-adjoint
operators.

It follows from Theorem 1.2.4 that if f is a continuous function on R, then
f € OL(R) if and only if for every self-adjoint operator A and every bounded
self-adjoint operator K the limit

lim%(f(A—ktK) — (A dp K (1.2.5)

t—0

exists in the strong operator topology. It will also follow from Theorem 3.5.6 in
Chap. III that dy 4 is a bounded linear operator from Bg, () to B(JZ).
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Similar results hold for functions f € OLj(R), with the only difference being
that the operator A must be bounded.

It follows from Theorem 1.2.6 that if f is a continuous function on R, then
f € OLjoc(R) if and only if for any operators A and K in B, (52) the limit in (1.2.5)
exists in the strong operator topology, and thus d¢ 4 is a bounded linear operator

from Bg, () to B(A).
Theorem 1.2.7. Let f € OLj.(R). Then

||f||OL(R) = sup ||dsal =sup{l|dsall: A a self-adjoint operator}.
A€Bsa (57)

As usual, the equality || f||or®) = co means that f ¢ OL(R).
Proof. 1t suffices to use Lemma 1.2.1. [J

Theorem 1.2.8. Let f be a continuous function on R. Suppose that the limit
in (1.2.5) exists in the operator norm for every self-adjoint operator A and every
bounded self-adjoint operator K. Then f € OL(R)NC*(R), the map K — f(A+K)
— f(A) (K € Bs.(J)) is Fréchet differentiable at O for every self-adjoint opera-
tor A, and its differential at O is equal to ds 4.

Proof. Theorem 1.2.4 implies that f € OL(R). It follows from Theorem 3.5.6 that
ds 4 is a bounded linear operator from Bg, () to B(7). Let us verify Fréchet
differentiability, that is, that ds 4 is a bounded linear operator (already proved)
and lim; ot~ f(A+ tK) — f(A) — tds 4 K| = 0 uniformly with respect to K in
the unit sphere of Bg, (7).

It suffices to see that

1
7}520 ?”f(A + tnKn) - f(A) - tndf,AKnH =0 (1'2'6)

for an arbitrary sequence {t, },>0 of non-zero real numbers that tends to zero and
an arbitrary sequence of self-adjoint operators { K, },>¢ with ||K,| =1 for all n.

Consider the self-adjoint operator &/ and the bounded self-adjoint operator K
on (?(#) defined by (1.2.3) with A,, = A and (1.2.4). Applying the assumptions
of the theorem to the operators &/ and K, we obtain

) 1
i L F(f 4 1K) — F() ~ tud K] = 0. (1:2.7)
Obviously, df K is the orthogonal sum of the operators df 4K, n > 0, and so
(1.2.6) is a consequence of (1.2.7).

Finally, let us prove that f € C'(R). We have to verify the continuity of the

derivative f’ at an arbitrary point tg. Let A be the operator of multiplication by x

on L?([zg — 1,79 + 1]). Put K 4 I. Then by the assumptions of the theorem

the limit lim, ot~ 1(f(A + tI) — f(A)) exists in the operator norm. Thus, the
limit limy_ot=*(f(x +1t) — f(z)) = f/(z) exists in L*>([zo — 1,20 + 1]), and hence
feCl(to—1,to+1). O

Definition. A function f satisfying the conditions of Theorem 1.2.8 is said to be
operator differentiable. We denote by OD(R) the set of all operator differentiable
functions on R.
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Recall that there are various notions of differentiability for functions defined on
Banach spaces: the existence of a weak derivative in the sense of Gateaux; the
existence of a Gateaux differential; Fréchet differentiability. However, as one can
see from Theorem 1.2.8, all these definitions are equivalent in the case of operator
differentiability of functions on the line. We remark that the equivalence of operator
Fréchet differentiability and the existence of a Gateaux differential that is a bounded
linear operator is proved in [37].

The following result can be proved in about the same way as Theorem 1.2.8.

Theorem 1.2.9. Let f be a continuous function on R. Suppose that for any A
and K in Bg,, the limit in (1.2.5) exists in the operator norm. Then f € OLjoc(R)N
CY(R), the map K — f(A+ K) — f(A), K € Bsa, is Fréchet differentiable at O for
every A in B, and its differential at 0 is equal to dy 4.

If a function f satisfies the conditions of Theorem 1.2.9, then we say that it is
locally operator differentiable and we write f € ODjoc(R).

Observe that Theorems 1.2.8 and 1.2.9 affirm, in particular, that if f € ODjoc(R),
then f is continuously differentiable and belongs to the class OLyo(R), and if f €
OD(R), then f € OL(R).

Remark. The function g(x) = z?sin(1/z), not being continuously differentiable,
cannot be operator differentiable. Thus, it is impossible to replace the class of
operator Lipschitz functions by the class of operator differentiable functions in
Theorem 1.1.4. Indeed, it is easy to verify that the function 2 — sinz = Imel® is
operator differentiable.

Our immediate goal is to prove the continuous dependence (in the operator
norm) of the differential ds 4 on the operator A for (locally) operator differentiable
functions f. The following result was obtained in [37].

Theorem 1.2.10. Let f be a locally operator differentiable function and let ¢ > 0.
Then for any € > 0 there exists a 6 > 0 such that ||d¢ a — df g|| < € whenever A
and B are self-adjoint operators such that ||A|| < ¢, ||B]| < ¢, and ||A — BJ| < 4.

First, we prove the following lemma obtained in [37].

Lemma 1.2.11. Let f be a locally operator differentiable function. Then for any
positive numbers ¢ and € there exists a § > 0 such that

[f(A+K) = f(A) —dpaK| < e| K]

whenever A and K are self-adjoint operators such that || K| < 0 and ||A|| < c.

Proof. Assume the contrary. Then for some positive numbers ¢ and ¢ there are
sequences of self-adjoint operators {4, }n>0 and {K,},>0 such that ||K,| — O,
A, < ¢, and

| f(An + Ky) — f(An) —dfa, Ky > €| Ky, n = 0. (1.2.8)

Let </ be the bounded self-adjoint operator on ¢2(3#) defined by (1.2.3). Then
l«7]] < e. Since f is Fréchet differentiable at the point A, there exists a § > 0 such
that

/(o + K) = f() - djo K| <e]|K]| (1.2.9)
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for every self-adjoint operator K with || K| < §. We now define the operator K,
on ¢2(#) by

Kn(l'o,ml,xz, . ) = (0, ey 0, Kn:cn, 0, O, e ), (mo,I17$2, . ) € 62(%)
(1.2.10)
Using the inequality (1.2.9) for sufficiently large n, we obtain

”f(An + Kn) - f(An) - df,AnKnH = ||f(£7+]Cn) - f(d) - de,gfICnH
< ellKnll = el K],

which contradicts the inequality (1.2.8). O

Proof of Theorem 1.2.10. Let ¢, ¢, and § mean the same as in Lemma 1.2.11.
Consider self-adjoint operators A and B such that ||A|| < ¢, ||B] < ¢/2, and
|IB — A]| < min{d/2,¢/2}. Let K be a self-adjoint operator such that || K| = §/2.
Then ||B+ K| <¢, ||B—A| < ||K|, and |B— A+ K| < 2||K]||. Therefore,

If(B+K) — f(B) —dy K] < el K],

| <e
I£(B) = f(A) = dpa(B - A)|| <el| B - Al < e[| K],
[f(B+K) = f(A) —dpa(B- A+ K)|| <el|B- A+ K| < 2 K]].

Using the equality df s(B — A+ K) =dya(B — A) +ds aK, we obtain

lds 5K — dyAK|| < ||df 5K — f(B+ K) + f(B)|
+1f(B+K) = f(A) —dja(B—- A+ K
+lldra(B - A) = f(B) + f(A) < 4| K|,

whence it follows that ||d; 5 — d 4| < 4e. O

We now proceed to the case of operator differentiable functions. We say that not
necessarily bounded self-adjoint operators A and B are equivalent if there exists an
operator K in Bg, (#2) such that B = A+ K. For operators in the same equivalence

class we can introduce the metric dist(4, B) = of |B — Al|.

Theorem 1.2.12. Let f be an operator differentiable function on R. Then on each
equivalence class the map A — dy o is continuous in the operator norm.

Lemma 1.2.13. Let f be an operator differentiable function on R. Then for
each € > 0 there exists a § > 0 such that

[f(A+K) = f(A) —dyaK| <e| K]

for every (not necessarily bounded) self-adjoint operator A and every self-adjoint
operator K with norm at most §.

Proof. Assume the contrary. Then for some € > 0, there exist two sequences of self-
adjoint operators {A4,}5°; and {K,,}5°, such that || K| — 0 and

If(An + Ky) — f(An) — df,AnKnH > el Ky || (1.2.11)
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for all n > 1. Let &/ and K, be the operators on (2(J#) defined by (1.2.3)
and (1.2.10). Since f is Fréchet differentiable at 7, there exists a § > 0 such
that

(o + K) = () = dy o K| <] K|

for all self-adjoint operators K of norm at most . Applying this inequality to the
operator KC,, for sufficiently large n, we obtain

1 f(An + Ky) — f(An) — dfyAnKnH
= [f( + Kn) = [() = df o Ko || < ]| Knll = el Knl],
which contradicts the inequality (1.2.11). O

Proof of Theorem 1.2.12. Let € and § mean the same as in Lemma 1.2.13. Consider

self-adjoint operators A and B such that ||B — A|| < §/2. Let K be a self-adjoint

operator such that || K| = /2. Then |B — Al < |K|| and |B — A+ K| < 2||K]|.
Therefore,

If(B+K)— f(B) —dspK| <¢

1f(B) — f(A) —dsa(B - A)|| <el| B- Al < | K],

[f(B+K) = f(A) —dsa(B- A+ K)|| <el|B— A+ K| < 2] K.

Using the equality df s4(B — A+ K) =dja(B — A) +dj 4K, we get that

lds s K —df K| < ||ds 5K — f(B+ K) + f(B)]|
+1f(B+K) = f(A) —dja(B—-A+ K
+lldsa(B = A) = f(B) + f(A)] < 4e| K|

for all self-adjoint operators K such that ||K| = §/2, whence it follows that
ld¢,g —dfall <4eif |B— Al <6/2. O

Theorem 1.2.14. Let f € OLjoc(R). Then f is locally operator differentiable if
and only if the map A — dy 4 is continuous as a map from the Banach space
Bsa(F) to the Banach space of bounded operators from Bgs, () to B(H).

Proof. By Theorem 1.2.10 it suffices to verify that the continuity of the map A —
dy 4 implies operator differentiability. Note that H})A)K(s) = dyf a+sx K (the
derivative is taken in the strong operator topology). Therefore,

1
FA+K) = 1) = [ (dgaanc) ds, (1.212)

where the integral is understood in the sense that

(f(A+K)—f(A))u:/0 ((df,a+sx K)u) ds

for any uw € 5. Applying (1.2.12) to the operator tK instead of K, we obtain

HA+E) = F) = dyaK = [ (@g.aan = dya)K) ds
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Assume that | K|| = 1. Then it follows from the last identity that

1 1
|3+ 8) = 1) = dpa] < [ g dpal s
0

It remains to observe that lim;_,q fol lld¢ atstx—df 4l ds = 0 uniformly with respect

to self-adjoint operators K of norm 1 in view of the continuity of the map A — dy 4.
O

The following result can be proved in a similar way.

Theorem 1.2.15. Let f € OLjoc(R). Then f is operator differentiable if and only
if the map A — dj 4 is continuous in the operator norm on every equivalence class.

Theorem 1.2.16. The set OD(R) is a closed subspace of OL(R).

Proof. We have to prove that if lim, . f, = f in OL(R) and f, € OD(R) for
all n, then f € OD(R). It follows from Theorems 3.5.6 and 3.3.6 that

Ids,.a —dgpall = llds,—rall <ID(fn = Pllm@xz) = [fa = flloLw — 0

as n — oo. Thus, lim, .o df, 4 = df 4 in the norm uniformly with respect to
self-adjoint operators A. It remains to apply Theorem 1.2.15, because continuity is
preserved under uniform convergence. [

Here we remark that in the case of functions on finite intervals the fact that the
set of operator differentiable functions is closed in the space of operator Lipschitz
functions was established in [37]. Moreover, it was also shown there that in this
case the space of operator differentiable functions coincides with the closure of the
set of polynomials in the space of operator Lipschitz functions. We remark also
that the question of operator differentiability of differentiable functions was posed
by Widom in [75].

1.3. Commutator Lipschitzness

Recall that a continuous function f on R is said to be commutator Lipschitz if
lf(A)R — Rf(A)| < const ||[AR — RA|| (1.3.1)

for any bounded self-adjoint operator A and any bounded linear operator R. As in
the definition of operator Lipschitz functions, if f is commutator Lipschitz, then the
inequality (1.3.1) holds for any (not necessarily bounded) self-adjoint operator A
and any bounded linear operator R (see Theorem 3.2.1).

Later we will see that the following result holds.

Theorem 1.3.1. Let f be a continuous function on R. Then the following state-
ments are equivalent:
(a) [|f(A) = f(B)|| < ||A— B| for any self-adjoint operators A and B;
(b) [|f(AR — Rf(A)|| < ||[AR — RA| for any self-adjoint operator A and any
bounded linear operator R;
(¢) [|[f(A)R — Rf(B)|| < ||AR — RB|| for any self-adjoint operators A and B

and any bounded linear operator R.
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Operators of the form f(A)R — Rf(B) are called quasi-commutators.

We will deduce Theorem 1.3.1 from a more general result for normal operators
in §3.1. We note, however, that commutator Lipschitzness is by no means equiva-
lent to operator Lipschitzness in the case of functions of normal operators.

1.4. Operator Bernstein inequalities

In this section we give an elementary proof of the result in [58] that functions
in L*>*(R) whose Fourier transforms have compact support must be operator Lip-
schitz. Moreover, we obtain the so-called operator Bernstein inequality with con-
stant 1. We follow the approach in [10], and we also obtain analogous results for
functions on the circle.

In § 1.6 we deduce from these results that membership in the Besov class Bl ; (R)
is a sufficient condition for operator Lipschitzness.

Let 0 > 0. Recall that an entire function f has exponential type at most o if for
any € > 0 there is a ¢ > 0 such that |f(2)| < ce(?T®)I?l for all z € C.

We denote by &, the set of entire functions of exponential type at most o. It is
well known that

E;NLPMR)={f € L®R): supp Ff C [~0,0]}.

We note also that the space &,NL>(R) coincides with the set of entire functions f
such that f € L (R) and

|f(2)] <60Hmz||\f||Loo(R)7 ze€C (1.4.1)

(see, for example, [42], p. 97).
The Bernstein inequality (see [18]) says that

sup | f'(z)| < osup | f ()|
zER zER

for all f in &, N L*°(R). It implies that

[f@) = fW)l <ollflliemle—yl,  feé&NLTR), =zyeR,  (142)

def
where || f||L@®) = supyeg |f(2)]-

Bernstein also proved in [18] the following improvement of (1.4.2):

[f(@) = fW)l < Blo(z —yDIflee®,  fe&NLTR), wzyeR, (143)

where
det [2sin(t/2) if0 <t <,
) e 2emlE2)
2 if ¢t > .

Note that 8(t) < min(¢,2) for all ¢ > 0.

Let X be a complex Banach space. We denote by &,(X) the space of entire
X-valued functions f of exponential type at most o, that is, satisfying the following
condition: for any & > 0 there exists a ¢ > 0 such that ||f(z)||x < ce(@to)=l for
all z € C.
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The Bernstein inequality for vector-valued functions. Let f be a function
in &(X)NL®(R,X), where 0 > 0. Then

1 (x) = FW)llx < Blo(le = yDIIfll=@x) < ollfllze@x)lz =yl (1.4.4)

for all x,y € R.
The vector version of the Bernstein inequality can be reduced to the scalar version
with the help of the Hahn—-Banach theorem.

Theorem 1.4.1. Let f € &, N L>®(R). Then
1F(A) = F(B)II < Blo([[A = BID)Ifllz= < ol fllz=[lA = B (1.4.5)

for any (bounded) self-adjoint operators A and B. In particular, || flloLm) <
|l fll L)

Proof. Let A and B be self-adjoint operators acting in a Hilbert space 5. We have
to show that
1f(A) = f(B)l < B(al|A = BI)[Ifllze-

Let F(z) = f(A+ z2(B — A)). Clearly, F is an entire function with values in the
space of operators B(J¢), and ||[F(t)|| < [|f|ze®) for any t € R. It follows from
von Neumann’s inequality (see [72]) that F' € &, g_a)(B(2)). To complete the
proof, it remains to apply the Bernstein inequality (1.4.4) to the vector function F'
forc=0andy=1.0

It was shown previously in [58] that
[fllonm) < constol|fllLem),  f€ & NL7(R). (1.4.6)

In particular, &, N L>(R) C OL(R). It follows that for any f € &, N Lip(R) the
function f’ is operator Lipschitz.
The next example shows that &, N Lip(R) ¢ OL(R).

Example. Consider the function f(x) 2 [ Si(t) dt, where Si is the integral sine,

dcf / smt

Obviously, f € & NLip(R), but f cannot be operator Lipschitz (see Theorems 3.3.2
and 3.3.3 below) since the limit lim, oz~ 'f(x) does not exist (actually,
limg oo 271 f(2) = limg oo Si(x) = 7/2 = — lim, oo 271 f(2)).

It is interesting to observe that if we slightly ‘corrupt’ the function f in this exam-

ple by replacing it by the function g(x def fo i(Jt|) dt, then it becomes operator
Lipschitz. It suffices to see that the functlon g(z)—ma /2 is operator Lipschitz. This
follows (see Proposition 7.8 of [21]) from the fact that the derivative of this function
belongs to the space L?(R) N Lip(R) (this can also be deduced from Theorem 1.6.4
below).

We now obtain analogues of the Bernstein inequality for unitary operators.

Lemma 1.4.2. Let U and V' be unitary operators. Then there exists a self-adjoint
operator A such that V = AU, || A|| < «, and B(||Al|) = |U — V||
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Proof. We define the operator A by A = arg(VU™!), where the function arg is
defined on T by arg(el*) = s, s € [~m, 7). Obviously, 3(||A4])) = [|[[—e?| = [|[U-V].
O

Theorem 1.4.3. Let f be a trigonometric polynomial of degree at most n. Then

1f(U) = fFI < nllfllzoemllU =V
for any unitary operators U and V.

Proof. Let A be a self-adjoint operator whose existence is ensured by Lemma 1.4.2.

Put ®(z) of f(e*4U), 2z € C, where the same symbol f stands for the analytic

extension of f to C\ {0}. Clearly, ® is an entire function with values in B(5¢)
and [|®(t)|| < [|fllzee(ry for all ¢ € R. It follows from von Neumann’s inequality
(see [72]) that ® € &4 (B()). Applying the Bernstein inequality for vector
functions, we obtain

1FU) = ) = l[@(1) = @0)[] < B[l AN F] Lo (x)-
It remains to observe that G(n||Al|) < nB(||Al]) =n||U —V]. O

We remark that it was shown in [56] that || f(U) — f(V)|| < constn||f]| e () X
IU = V|| for any trigonometric polynomial f of degree n and any unitary operators
Uand V.

Remark. It can be seen from the proof of Theorem 1.4.3 that

Uu-VvV
15@) = S < Bl AD sy = 5 2nencsin Yy,

This estimate is best possible for the function f(z) = 2", because sup{|z}! — 2%|:
21 €T, 2z €T, |21 — 22| <n} = B(2narcsin(6/2)), § € (0,2].

1.5. Necessary conditions for operator Lipschitzness

In this section we obtain necessary conditions for operator Lipschitzness for
functions on the line and on the circle. These necessary conditions were essentially
contained in the papers [56] and [58], in which other methods were used. In addi-
tion to the trace class criterion for Hankel operators (see Subsection 3 in §2) also
employed in [56] and [58]|, we use here for our purpose results in §3.12 below on
the behavior of derivatives of operator Lipschitz functions under linear-fractional
transformations.

To prove the next result, we are going to use results from § 3.6 on the behaviour
of functions of operators under trace class perturbations.

Theorem 1.5.1. Let f be an operator Lipschitz function on T. Then f € Bi(T).

Proof. By the remark after Theorem 3.6.5, the function f has the property that
fU)—f(V)e€ S if U and V are unitary operators such that U — V € S;.
We define the operators U and V on L?(T) by

Uf=%f and Vf=%f—-2(f 1)z felrl’
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It is easy to see that U and V are unitary operators and rank(V — U) = 1. It is
also easy to verify that for n > 0

Van — Zji'nv j > n or J < Oa
—7" 0K <n.

Hence, for every continuous function f on T,

ST Fm) (v, ) — (5, )
n>0
+ 3 Fm) (Ve ) — (7 2R
n<0
fG=k), §>0, k<o,
=23 f(i—k), j<0, k>0,
0 otherwise.

((f(V) = F(U))2, ")

Thus, if f(U) — f(V) € Si, then the operators on ¢? with Hankel matrices
{f(G+k)}j>0,k>1 and {f(—j — k)};>0,k>1 belong to S1. We can now use the

trace class criterion for Hankel operators (see § 2, Subsection 3) and conclude that
f e BiT). O

We remark that the construction in the proof of Theorem 1.5.1 is taken from the
paper [9].

It is convenient to introduce in this section the notation || || for the norm of
a matrix M.

To state a corollary to Theorem 1.5.1, we need the Banach space (OL)],.(T),
which will be studied in detail in §3.12. Here we only mention that (OL){,.(T) =
{f'+cz: f € OL(T), ¢ € C} (see Corollary 3.12.6). Moreover, as always in

this paper, the derivative is understood in the complex sense, that is, f'(¢) def

lim, ¢ (7 — )7 (f(7) — f(C)).

Corollary 1.5.2. Letu be the Poisson integral of a function f in (OL){ .(T). Then
IVull € LH(D) and || IVull || i g, < const - [ fllouy,, -

Proof. Let f = g', where g € OL(T). Then f € BY(T) since g € B}(T). It suffices
to use the characterization of the Besov class BY(T) in terms of harmonic extension
(see §2). It remains to observe that the conclusion of the corollary is obvious for
the function f(z) =27t =z. O

To state a stronger necessary condition for operator Lipschitzness, we need the
notion of Carleson measures. Let y be a positive Borel measure on the open unit
disk . The well-known Carleson theorem says that the Hardy class HP is contained
in LP(u) (0 < p < +00) if and only if for any point ¢ of the unit circle T and
any 7 >0

p{z €D: |z — (| <r} < const-r

Such measures u are called Carleson measures on the disk D. Note that the Car-
leson condition does not depend on p € (0,+00). More detailed information about
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Carleson measures can be found, for example, in [50] and [51]. We need the follow-
ing equivalent reformulation of the Carleson condition:

1—|af®
sup

=gy m d/U,(Z) < 400 (151)

(see, for example, [50], Lecture VII). The condition (1.5.1) means that [|kq[12(,) <

const || kq|| g2 for any a € D, where k,(2) e (1—za)~ ! is the reproducing kernel of
the Hilbert space H?2.

We denote by CM(ID) the space of complex Radon measures p in D such that
lu| is a Carleson measure, and by ||pl|cnp) the norm of the identity embedding
from H' to L*(|u|). Tt is well known that the (quasi-)norm of the identity embed-
ding operator from H? to LP(|u|) is equal to ”l‘”lc/l\z/)[(D) for all p € (0, +00).

Everything said above about Carleson measures on D has natural analogues in
the upper half-plane C;. In this case the Carleson condition for a positive Borel
measure g in C; can be rewritten as follows:

p{z € Cy:|z—t] <r}<const-r
for all t € R and all » > 0. The analogue of (1.5.1) is the inequality
I

sup / L22(1l/¢(z) < 0.

a€C+ C+ ‘Z - a|
In particular, in the same way we can introduce the space CM(C,.) and the norm
in it.

Let f be a function (a distribution) on the unit circle T. We denote by Pf the

Poisson integral of f.
Theorem 1.5.3. Let f € (OL); .(T). Then ||[V(Pf) | dms € CM(D).

Proof. Let f € (OL){,.(T). Then it follows from Theorem 3.12.10 and Corol-
lary 1.5.2 that

/D|||((VU)090)(Z)H|'| '(2)dme < const || fl|ory, . (m) (1.5.2)

for every linear-fractional automorphism ¢ of the unit disk D, where u = Pf. Now

put ¢(z) def (1—a@z)~!(a—2z), where a € D. Making the change of variable z = ¢(w)
in the integral in (1.5.2), we find that

a
bup/ (V) (w)|| = |, ||2 dma(w) < const || fllory (-

Thus, the measure |Vu || dmq = ||[V(Pf) || dmq satisfies the condition (1.5.1). O
The following result is a reformulation of Theorem 1.5.3.

Theorem 1.5.4. Let f € OL(T). Then? ||Hess Pf || dms € CM(D).

2Here and in what follows Hess denotes the Hessian, that is, the matrix of second order partial
derivatives.
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We now proceed to Poisson integrals of functions on R. If f € L*(R, (1+22)~! dz),
then the Poisson integral can be defined in the standard way. We need the Pois-
son integral of functions f such that f’ € L*(R, (1 + 2?)~!dz). Clearly, it suffices
to consider a real function f. Let u be the Poisson integral of f’, and let v be
a harmonic conjugate of u. The function u + iv has a primitive I’ such that the
boundary-value function of Re F' coincides with f everywhere on R. The function F’
is not uniquely determined, because the harmonic conjugate v is not uniquely deter-
mined. The family {v+ c}.cr consists of all functions harmonically conjugate to u.
We need a primitive of u + i(v + ¢) in the form F + ciz + ie, where a € R. Note
that Re(F + ciz +ia) = Re F — cy. Thus, it is natural to define the Poisson integral
of f as the class of functions {Re F' — cy}.ecr. Since Hessy = 0, the Hessian of the
Poisson integral Hess P f of f is uniquely determined.

In the next theorem (OL)'(R) = o {f': f € OL(R)}.
Theorem 1.5.5. Let f € (OL)(R). Then |VPS || dms € CM(C,).

Proof. Let f € (OL)’(R). Then it follows from Theorem 3.12.9 and Corollary 1.5.2
that

/D|H((VU)O<P)(Z)|H'| "(2)] dmy < const || fll oLy r) (1.5.3)

for any automorphism ¢ in Aut(@) such that ¢(D) = C4, where u = Pf. Now

take ¢(z) = def (1 — 2)71(a — @z), where a € C,. Making the substitution z =
(w—a@)~!(w — a) in the integral in (1.5.2), we get that

2Ima

The last condition is equivalent to the measure ||Vu || dmy being Carleson. O

dm2( ) < const Hf“ OL){,(T)-

sup /C @I,

acCy

Theorem 1.5.6. Let f € OL(R). Then ||HessPf || dmy € CM(C,.).

The necessary conditions for operator Lipschitzness given above were originally
obtained in [56] and [58]. Namely, it was shown in [56] that if f € OL(T), then both
Hankel operators Hy and Hy map the Hardy class H ! to the Besov class B} (T) (the
class of such functions f is denoted by L in [56]). Semmes observed that f € L if and
only if the measure || Hess P f|| dmy is Carleson (see [59], where the proof of this
equivalence is given). A similar result also holds for functions on R (see [58]). It was
also shown in [56] that the necessary condition for operator Lipschitzness discussed
above is not sufficient. What is more, it is not even sufficient for Lipschitzness.

We now consider the spaces P (b }(T)) and P+(bi<1>o(11‘)) which are the closures
of the set of analytic polynomials in the Besov spaces B!(T) and By L(T). It is
well known that these spaces admit the following descriptions in terms of analytic
extension to the unit disk:

Py (b (1)) = {h: lim (1= 1)[A(r)]| oo = 0}

P (b7 L (T)) = {h: Jim (1= r)[[ar2) Ly = 0}~
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It was also observed in [56] that the space P, L is dual to the space of analytic
functions g on D that admit a representation

9= @ntn, where @, € H' ¥, Py (b )(T)), (1.5.4)

n
Z ||<Pn||H1||1/’n||P+(bg;(ir)) < 0.

Obviously, such functions g belong to the space IP+(b1_7iO(T)) whose dual space
can be identified naturally with the Besov space ]P’+Bgo71(']l‘) of functions analytic
in D. Nevertheless, not every function in P (bf}x)(T)) can be represented in the
form (1.5.4). Otherwise, we would have the equality L = B}, ;(T), which is impos-
sible because the condition that f € L, though necessary for operator Lipschitzness,
is not sufficient.

Remark. The space
L ={f € BMO(R): ||Hess Pf|| dms € CM(C,)}

is the limit space of the scale of Triebel-Lizorkin spaces Fy; ,(R), and is denoted
by F 1(R) (see [27], §5). The Triebel-Lizorkin space F3 ;(T) of functions on T
is defined similarly. The necessary conditions for operator Lipschitzness obtained
above can be reformulated as follows: OL(R) C F3, ;(R) and OL(T) C FJ, (T).

1.6. A sufficient condition for operator Lipschitzness
in terms of Besov classes

In this section we show that the functions in the Besov class BL, ;(R) (see §2)
are operator Lipschitz. We also obtain a similar result for functions on the unit
circle. The proofs given here differ from the original proofs in [56] and [58] and are
based on the operator Bernstein inequalities (see § 1.4).

Theorem 1.6.1. Let f € BL, | (R). Then f is operator Lipschitz and

1/(A) = f(B)I| < const || f]| g1, [[A = Bl (1.6.1)

for any self-adjoint operators A and B with bounded difference A — B.

Proof. As we observed in the Introduction (see Theorem 3.2.1 below), it suffices to
prove (1.6.1) for bounded self-adjoint operators A and B.

Without loss of generality we can assume that f(0) = 0. Consider the func-

tions f, = fx W, defined by (2.2). Put g, ef fn — fn(0). Tt follows from the

definition of Bl ;(R) (see §2) that >°7° g, = f’ and the series converges uni-
formly on R. Hence the series ZTOLOZ_ o 9n converges uniformly on each compact
subset of R. Thus,

oo oo

Z gn(A) = f(A) and Z gn(B) = f(B),

n—=—oo n—=—oo

with both series absolutely convergent in the operator norm.
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Since obviously f, € &ny1 N L (R), the operator Bernstein inequality (1.4.5)
lets us conclude that

TONTCIEDS (gn<A>—gn<B>)H— 3 (fn(A)—fn(B))H
< 3 2l A~ B < const | £l g4~ B, 0

In a similar way one can prove the following analogue of Theorem 1.6.1 for
functions on the unit circle.

Theorem 1.6.2. Let f € B, |(T). Then f is operator Lipschitz and

1F(U) = FV)| < const [|fllpe 1T = VI, f€Bs(T),

for any unitary operators U and V.

The following theorem lets us combine the necessary conditions obtained in § 1.5
with the sufficient conditions of the present section.

Theorem 1.6.3. Bl |(T) C OL(T) C FL ,(T) and B}, ;(R) C OL(T) C FL, ;(R).

It turned out that the functions in Béo,l(R) are not only operator Lipschitz, but
also operator differentiable.

Theorem 1.6.4. Let f € BL, (R). Then f is operator differentiable.
We refer the reader to [58] and [61] for the proof of this theorem.

1.7. Operator Holder functions

We discuss here other applications of the operator Bernstein inequalities obtained
in §1.4. We show that the class of operator Holder functions of order o with
0 < a < 1 coincides with the class of Holder functions of order . We also dwell
briefly on the case of arbitrary moduli of continuity. The results of this section
were obtained in [7] and [8]. Another approach to these problems was found in [49],
where the authors obtained similar results for functions in Holder classes with
somewhat worse constants as well as a somewhat weaker result for arbitrary moduli
of continuity.

It is well known that the (scalar) Bernstein inequality plays a key role in approx-
imation theory (see, for example, [1], [24], [47], [73]). We refer to the description of
smoothness-type properties in terms of approximation by nice functions. The direct
theorems of approximation theory give us estimates of the rate of approximation of
functions in a given function space X (usually, of smooth functions in some sense
or another) by nice functions. The inverse theorems let us conclude that a given
function f belongs to a particular function space if f admits certain estimates of
the rate of approximation by nice functions. In the case when the direct theorems
‘match’ with the inverse theorems for a function space X, we obtain a complete
description of X in terms of approximation by such nice functions.

In this section we consider function spaces on the unit circle T and on the real
line R. In the first case the role of nice functions is played by the spaces P,
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of trigonometric polynomials of degree at most n, and in the second case by the
spaces &, of functions of exponential type at most . We shall consider only uniform
approximation.

The classical Bernstein inequalities play a decisive role in the proof of inverse
theorems of approximation theory. It is easy to see that when we use the operator
version of the Bernstein inequality in such a proof, we obtain the corresponding
smoothness of a function f on the set of unitary operators if we are dealing with
functions on the circle, or on the set of self-adjoint operators if we are dealing
with functions on the line.

Let us illustrate this by an example. The classical Jackson theorem says that if
f is in the Holder class A, (T) with 0 < @ < 1, then

dist(f, Pn) < const(n + 1)~ f|lA.. - (1.7.1)

Bernstein proved that the converse is also true, that is, if for a function f in C(T)
the inequalities (1.7.1) hold with a € (0, 1), then f € A, (T).

We give the standard proof of this result of Bernstein. Without loss of generality
we can assume that ¢ = 1. For n > 0 there exists a trigonometric polynomial f,
such that deg f,, < 2" and || f — fullc(m) < 27°". Clearly,

1fo = Fa-tllom < If = Falloe + I1f = fa-tllom <27°m(1+29) < 3-27°",
Consequently,
| fn = fa—1llLiper) < 2" fn = facillem < 3.9(1—a)n

by the Bernstein inequality. In view of the obvious equality || fo||Lip(m) = 0, we get
that

N

N
3
l—a)n l1—a)N
13 llLiper) < ;:1 [ fn — fn-1llLiper) < 3 g 2(l=ein ¢ T 9a=1T U-IN " N ez,.

Let ¢,7 € T, and choose N € Z, such that 2=V < |¢ — 7| < 2'=". Then

1£(C) = F(DI < Q) = In( QI+ N () = [N ()| + N (E) = f(7)]
<20f = fnllee + [ fnlluipld — 7]

3
9—aN (1—a)N _
<2274 2 V¢ — 7|
. 3 gl
<2|Ci7.| _ 90— 1‘( | _ 90— 1|C |

The next theorem says that every function in A, (T) with 0 < a < 1 is operator
Hélder of order «, which is in sharp contrast to the case of Lipschitz functions.

Theorem 1.7.1. Let f € A,(T), where o € (0,1). Then there exists a constant ¢
such that

1£(0) = FW)I < e(@ = ) HIfllan T = V|

for any unitary operators U and V.
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Proof. Let f € Ay(T). First we use a direct theorem of approximation theory, the
Jackson theorem in our case. By this theorem,

dist(f, Pn) < const(n + 1) fllA ne’Zy.

Repeating almost word-for-word the proof of the corresponding inverse theorem,
replacing ¢ and 7 by unitary operators U and V', and using the operator Bernstein
inequality instead of the scalar one, we arrive at the desired result. [J

A similar result holds also in the case of the line.

Theorem 1.7.2. Let f € A, (R) with o € (0,1). Then there exists a constant ¢
such that

1F(A) = FBI < et — ) [ flla. A~ B|
for any self-adjoint operators A and B.

The proof is based on a similar description of the function class A, (R) in terms
of approximation by entire functions of exponential type.

The direct theorem for the space A,(R). Let f € A, (R) with0 < a < 1. Then
there exists a ¢ > 0 such that

inf{h € &: || f = hllrem)} < co™ || flla.(m (1.7.2)
for all o > 0.

The inverse theorem for the space A,(R). Let 0 < oo < 1 and let f be a con-
tinuous function on R such that lim, . ™ f(z) = 0. Suppose that (1.7.2) holds
Jor some ¢ >0 and all 0 > 0. Then f € Ag(R) and || f||a, @) < 5c¢/(1—2°71).

The proofs of Theorems 1.7.1 and 1.7.2 were given in more detail in [8].
the same paper a series of other results were obtained, based ultimately on certain
results in approximation theory.

In particular, analogues of Theorems 1.7.1 and 1.7.2 were obtained there for all
a > 0. We state here some other results obtained in [8] that also can be proved by
methods in approximation theory.

A function w: [0, 4+00) — R is called a modulus of continuity if it is a non-negative
non-decreasing continuous function such that w(0) = 0, w(z) > 0 for z > 0,
and w(z +y) < w(z) + w(y) for all z,y € [0, +00).

Denote by A, (R) the space of continuous functions f on R such that

[f(z) — f(v)]

1£1las e ispi«oo
® = wlz—y)

We can define the space A, (T) similarly.

Let
w () def Jc/oo % dt. (1.7.3)
Theorem 1.7.3. Let f € A, (R), where wx is a modulus of continuity. Then
1F(A) = F(B)| < cllflla, mw«([A = Bl])

for any self-adjoint operators A and B, where c is an absolute constant.

A similar result also holds for functions f in A, (T).
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1.8. Holder functions under perturbations
by operators of Schatten—von Neumann classes

In this section we consider another application of the operator Bernstein inequali-
tiesin § 1.4. Let f be a function of Holder class A, (R) with0 < o < 1, and let p > 1.
Suppose that A and B are self-adjoint operators and B — A € §,. What can we
say about the operator f(A) — f(B)? This question was studied in detail in [9].
We state here the result in [9] in the case p > 1.

Theorem 1.8.1. Letp>1and 0 < a < 1. Then

1£(A) = f(B)lls, < const|flla.llA— Bls,

for any self-adjoint operators A and B with difference in S,.

We omit the proof of Theorem 1.8.1 and refer the reader to [9]. The case p =11is
also considered in detail in [9]. The conclusion of Theorem 1.8.1 is false for p = 1.
Also, in [9] there is an analogue of Theorem 1.8.1 for all positive «, and more
general problems of perturbations by operators in symmetrically normed ideals are
considered.

Chapter II. Schur multipliers and double operator integrals

In this chapter we study Schur multipliers, both discrete ones and Schur mul-
tipliers with respect to spectral measures. We use a description of discrete Schur
multipliers that is based on Grothendieck’s theorem (see Pisier’s book [65] and the
paper [66]). We refine this result in the case when the initial function is defined on
a product of topological spaces and is continuous in each variable. We also obtain
a refinement of the general result for Borel functions on a product of topological
spaces.

We then define double operator integrals and Schur multipliers with respect to
spectral measures. The study of such Schur multipliers in the case of Borel functions
on a product of topological spaces can be reduced to discrete Schur multipliers.

2.1. Discrete Schur multipliers

We denote by ¢P(7) the space of complex functions a: ¢t — «ay defined on a not
necessarily countable or finite set 7 and such that ), ., ||’ < oo, with the

1/p
norm |all, = (X,c7 |aw[?) , where p € [1,400). For p = oo the space (7(7T)

consists of all bounded complex functions a: t — o on 7, and ||a|o = sup,es |al.
In those cases when we have to specify the set 7 on which the family « is defined,
we will write ||a||¢»(7) instead of [|a||,. We denote by co(7) the subspace of £>°(7)
consisting of the functions « tending to zero at infinity.

Let S and 7 be arbitrary non-empty sets. With each bounded operator
A: 2(T) — £*(S) one can associate a unique matrix {a(s,t)}(sHesx7 such that
(Az)s = > cpals, t)ay for all @ = {2, }4e7 in £2(T). In this case we say that the
matriz {a(s,t)}snesxt induces a bounded operator A: (*(T) — (*(S). Let

def def
{a(s,)}spesxrll = 1Al and  [Ha(s, O)}s,nesxTlls, = [1Alls,-
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When A ¢ S;1(¢3(T),¢*(S)), we assume that the last norm equals co. If the matrix
{a(s,t)}(s.)esxT does not induce a bounded operator from ¢2(7) to ((S), then we
assume that its operator norm (as well as its trace norm) equals co. Let B(S x 7)) be
the set of matrices {a(s,t)}(s,nesx7 inducing bounded operators from 2(T) to 02(S).
Sometimes we write |[{a(s,?)}(snesx7lBsxT) instead of [{a(s,t)} s nesxTll

and [[{a(s,t)}(s,)esx7 s, (sx7) instead of |[{a(s,t)}(snesxlls,-
A matrix ® = {®(s, )} (s 1esx7 is called a Schur multiplier of the space B(SxT)

if for every matrix A = {a(s,t)}s,yesxr in B(S x T) the matrix & « A Lof

{®(s,t)a(s,t)}(s,)esxT also belongs to B(S x T).

We denote by M(S x T) the set of Schur multipliers of B(S x T). It is easy to
deduce from the closed graph theorem that the Schur multipliers induce bounded
operators on B(S x T). Let

1D[loms ) = sup{|| @ x All: A€ B(S x T), |Alls < 1}.

Hence by duality
[@llom(sxT) = sup{||[® x Alls,: A€ B(S xT), [|A]s, <1} (2.1.1)
It is easy to see that

| Alls(sx 1) = sup || AllB(s, x 7)) | Alls, (sx7) = sup [|Alls, (sox70)
[®flon(sx7) = sup [||lm(sex )
where the suprema are taken over all finite subsets Sy and 7 of the sets S and 7.
Note also that || ®||p~(sx7) < [[®[|lon(sx7)- It is easy to see that the inequality
turns into an equality for every matrix {®(s,?)} (s yesx7 of rank 1. There are other

classes of matrices for which this inequality turns into an equality. For example, if
each row (or each column) of ® has at most one non-zero entry, then [|®|(|je(sx7) =

@ lom(sxT)-
We need one more characteristic of the matrix ®. Let

19|t (sx7) = sup{[|® * All: A € BS x T), || <1, a(t,t) =0 for t € SNT}.

We denote by Mo(S x 7T) the set of matrices ® = {®(s,1)}(s,1esx7 such that
@ lomy(sx7) < 00. Obviously, ||®la,(sx7) < | P[lon(sx7)- It is easy to see that
1@ [onto (s x7) = SUP [Pl a0t (S0 % 75)

where the supremum is taken over all finite subsets So and 7y of S and 7.

We also observe that if the matrices ® = {®(s,t)}(s)esxr and ¥ =
{¥(s,1)}(s,nesx7 coincide off the ‘diagonal” {(t,t): t € SN T}, then

| — VYllonysx7)y =0 and ||l sx7) = IV lomo(sx7)-

We note that ||®||on,sx7) = [|[Rlomsx7) f SNT = @.
Lemma 2.1.1. Let ® € (*°(S x T), where S and T are arbitrary sets such that
SNT # . Then

@ lon(sxT)
2(| @y (sx7) + 12(E: D)l o= (snT)-

maX{H‘I’Hmo(&ﬂv [ ®(t, t)”é“’(SOT)} <
<
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Proof. The first inequality is obvious. Let us prove the second. Denote by x the
characteristic function of the set {(s,f) € S x T: s=1t}. It is easy to see that

[Xllon(sx7) = 1, whence [[1 — x[lm(sx7) < [[Mlonsx7) + [Xllmsx7) = 2. Let
AeB(SxT)and ||A| <1. Then ®*x A= ® % (1 — x) *x A+ P x x x A. It remains

to observe that
[ % (1= x)* Al < [|@langsx) (1 = x) * All < 2[|®|ong (sx7)>
@ % x * Al < ||P* X|lomsxT) = @, )] 100 (snT)- a
Corollary 2.1.2. If ®(t,t) =0 for allt € SNT, then

<
<

1@l (sx7) < | Pllom(sxr) < 2P |lomy(sx7)-

Lemma 2.1.3. Let S be a Hausdorff topological space. Suppose that the set SNT
has no isolated points in S. Then ||®[lon,sx7) = | ®llom(sx7) for any function
D € (°(S x T) continuous in the variable s € S.

Proof. It suffices to prove that [|®|lonsx7) < [|®[long(sx7), or, what is the same,
1 @llo(sox7) < |Pllony(sx7) for all finite subsets Sp and 7g of the sets S and 7.
Fix finite subsets Sp and 7y of S and 7. Obviously, for any € > 0 there exists
a perturbation Sy of the set Sy such that So N7y = @ and ||P|lon(s,x75) < € +
||<I>||§m(§ox%). Consequently,

”‘I’HED?(SOxTo) <e+ ||(I)||9n(§0><7;)) =+ ||(I)||gn0(§0><7-0) <e+ ||‘I’H9JIO(S><T)

for any € > 0. O

We are going to consider an analogue of the space My (S x 7) that is defined in
terms of the 7 norm instead of the operator norm. To this end we set

def
1@llowo, s, (sx7) = sup{| @ * Alls,: A € B(S x T), ||A]ls, <1,

a(t,t)=0fort e SNT}

and My g, (SxT) def {@: ||®llon, s, (sx7) < +00}. It should be noted that there is

no need to define a corresponding analogue of M(S x T), because it coincides with
the same space MM(S x T) in view of (2.1.1).
One can prove the following facts in the same way as for the operator norm.

Lemma 2.1.4. Let ® € (*°(S x T), where S and T are arbitrary sets such that
SNT # . Then
max{ || ®lon, s, (sx7), 1@, )l (sn7) } < [ @llam(sxT)
< 2[®flony s, (sx7) + ([ ) e (57
If ®(t,t) =0 for any t € SNT, then
@I, s, (sx7) < [[@llmsx7) < 2([Plomt s, (5xT)-
Corollary 2.1.5. If ®(t,t) =0 for allt € SNT, then

@I, s, (sx7) < [[@llmsx7) < 2([Plomty s, (5xT)-

Lemma 2.1.6. Let S be a Hausdorff topological space. Suppose that the set SNT
has no isolated points in S. Then ||‘I)||§mo,51(5x7) = [|®|lan(sxT) for any function ®
in £°(S x T) that is continuous in the variable s € S.
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2.2. A description of discrete Schur multipliers

Theorem 2.2.1. Let {us}ses and {vi}ier be families of vectors in a (not neces-
sarily separable) Hilbert space J€ such that ||us|| - [|ve]| < 1 for all s in S and t

in T. Put ®(s,t) ef (us,v¢) for s € S andt € T. Then ® € M(S x T) and
[®flan(sxT) < 1.
Proof. By (2.1.1), it suffices to prove that

[{a(s, 1) (us, vi) His, < [{a(s, D)}]s,

for any matrix {a(s,t)} that induces a trace class operator. Clearly, it suffices
to consider the case when rank{a(s,t)} = 1. Moreover, one can assume that
lla(s,t)|ls, = 1. Then a(s,t) = a3 for some a € (3(S) and 3 € ¢*(T) such
that [|a||¢2(s) = [|Blle2(7) = 1. Let {e;};es be an orthonormal basis in .7, and put

z(j) et (x,ej) for j € J. Then

HevsBe(us, v) His, < D IHasBeis (7). (7))} s,

jeJ
= I{estis () Hlexs) I{B: () Hlea(r
jed
1/2 1/2
< (X etz (Zuﬂm( M)
jeJ jeJ
Obviously,
Z”{asus }||é2($) ZZWSFWSU)F
jeJ jeJ seS
= Z|Oés|2 st Z|a8‘ ”USH2 SUPHUSH2
seS jeJ sES

Similarly, ZJEJ {80 (5) )}Hﬁ(?’) supyer |[v]|*. Hence

IHesBi (s, ve)Hlsy < sup flus|sup flu | < O
s€ES

It is very non-trivial that the converse also holds (see Theorem 5.1 of the mono-
graph [65], and also [66]). We state this result without a proof.

Theorem 2.2.2. Let & {®(s,t)} be a Schur multiplier of B(S x T), and let

|®]|lon < 1. Then there are two families {us}ses and {vi}ier of vectors in a (not
necessarily separable) Hilbert space A such that ||us|]| < 1 for all s € S, ||Jve|| < 1
forallt € T, and

D(s,t) = (us,ve), seS, teT.

Remark on Theorem 2.2.2. In this theorem we can additionally require that the
linear spans of both the family {us}ses and the family {vi}ier are dense in .
Indeed, let 4 be the closed linear span of the family {v;}:c7 and let P; be the
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orthogonal projection onto 7. Then {Pius}scs and {v:}ier are families in the
Hilbert space 4 such that ®(s,t) = (Pius,v:) for all (s,t) € S x 7. Now let J%4
be the closed linear span of the family {Pjus}ses and let P, be the orthogonal
projection onto %. Then {Pius}scs and {Povs }rer are families in % such that
D(s,t) = (Prus, Povy) for (s,t) € S x 7. Tt is clear that the linear spans of the
families {Pus}ses and {Pyvs}ier are dense in 7%5.

The following theorem is contained in the results of [39] and [5].

Theorem 2.2.3. Let & € M(S x T), where S and T are topological spaces. If ®
is continuous in each variable, then there are two families {us}ses and {vi}ier in
a (not necessarily separable) Hilbert space S such that:
(a) the linear span of {us}scs is dense in H;
(b) the linear span of {vi}ier is dense in
(¢c) the map s — ug is weakly continuous;
(d) the map t — vy is weakly continuous;
(@) llus|l” < [|®]lan(sxT) for all s € S;
(©) ool < [@llomonny for al t € T+
(g) ®(s,t) = (us,vy) for all (s,t) € S x T.

Proof. By Theorem 2.2.2 and the subsequent remark, there are families {u;}cs and
{vs }re7 satisfying the conditions (a), (b), (e), (f), and (g). The function s — (us, h)
is clearly continuous for h = v, where t € 7. Thus, the function s — (us,h) is
continuous for all h € 5 by (b). The map s — u; is then weakly continuous.
Similarly, from (a) one can deduce weak continuity of the map ¢ +— v;. O

Remark. If at least one of the spaces S and 7 is separable, then the space J¢ is
also separable. Indeed, it suffices to observe that if, for example, S is separable,
then the closed linear span of the family {us}scs is separable.

This remark leads us to the following assertion.

Theorem 2.2.4. Let ® € M(S x T), where S and T are topological spaces at least
one of which is separable. Suppose that ® is continuous in each variable. Then there
exist a sequence {@y}n>1 of continuous functions on S and a sequence {y}n>1 of
continuous functions on T such that

Z lon(8)7 < [|@|on(sxT)s Z [ ()7 < [|@lon(sxT)s
Z on(8)Yn(t) = O(s,t)
n=1

forallse S andteT.

Proof. Let {us}ses and {v:}re7 be two families in a Hilbert space .#” whose exis-
tence is guaranteed by Theorem 2.2.3. It follows from the remark after that theorem

that the space J# is separable. Let {e,}2_; be an orthonormal basis in J#, where

0 < N < oo. It remains to define ¢, (s) def (us, en) and 1, (t) def (en,vt); if N < 00,

then ¢, (s) e P () “oforn>N. O
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Definition. A map g from a topological space 7 to a Hilbert space S is said to
be weakly Borel measurable if the function ¢ — (g(t), ) is Borel measurable on T
for any u in JZ.

It is easy to see that we need only verify the Borel measurability of the func-
tion t — (g(t), u) for vectors u in a subset of .7 whose linear span is dense in 7.

Theorem 2.2.5. Let S and T be topological spaces, and let ® € M(SXT). Suppose
that @ is Borel measurable in each variable. Then there exist two families {us}scs
and {vt}reT in a (not necessarily separable) Hilbert space 7€ such that:
(a) the linear span of {us}scs is dense in H;
(b) the linear span of {vi}ier is dense in H;
(¢c) the map s +— ug is weakly Borel measurable;
(d) the map t — vy is weakly Borel measurable;
(©) [l < [@llmis.cr) Jor all s € S
(1) ool < 1@ langsrr for allt € T
(g) ®(s,t) = (us,ve) for all (s,t) €S xT.

The proof of Theorem 2.2.5 repeats almost word-for-word the proof of Theo-
rem 2.2.3.

Theorem 2.2.6. Let S and T be topological spaces, and let ® be a Borel function
in IM(S x T). Suppose that p and v are o-finite Borel measures on S and T . Then
there exist sequences {pk}k>1 and {1k }i>1 such that:

(a) @ € L>®(u) and o, € L>®(v) for all k > 1;
() iy I (s)? < [ @llon(sx1) for p-almost all s € S;
(e) 2opsy k() < ||®llamesxT) for v-almost all t € T ;
(d) @(s,t) = > pe; pr(8)Yr(t) for p® v-almost all (s,t) € S x T.

Proof. Clearly, we can assume that || ®|s(sxr) = 1. Let {us}ses and {vi}ter be

families in a Hilbert space ¢ whose existence is guaranteed by Theorem 2.2.5. Let
def def

{e;};jes be an orthonormal basis in . Put ¢;(s) = (us,e;) and ¢;(t) = (e;,vs).
Then the functions ¢; and ; are Borel measurable,

Z|<pj(s)|2<1 for all s € S, Z|¢j(t)|2<1 forallt € T,
jed =
and
t) = Z w;(s)Y;(t) forall (s,t) e SxT.
jeJ
This immediately completes the proof of the theorem in the case when J is

at most countable. To consider the case of an arbitrary set J, we set U(s,t) = e

> jerlei(s)| - [¥;(t)]. By the Cauchy-Schwarz inequality,

e (X |90j(8)|2>1/2<z wj(t)?)l/z <1

jeJ jeJ

We can assume that p and v are probability measures. Let J; def {je:
@;(s) # 0}, where s € S. Note that J, is at most countable for each s € S, because
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dies loj(s)]? < 1. Tt is easy to see that for all s in S,

S s (s |/|wj vty = 3l (s \/w] )] du(t)

jeJ Jj€Js

= [(Z sl o)) vty = [ ws. 0yt

VISOB

To integrate with respect to s, we now consider the at most countable set

s {ier [lu@lan £of.

Then
> [tesldnts) [ 1ol = 3 [ Ies@lants) [ wola
JjeJ JEJ,

—/S</T\Il(s,t)d1/(t)) du(s).

It is now clear that [¢( [ > jeny, 19i(8)] - 1¥;(@)] dv(t)) du(s) = 0. This, together
with the inequality |®(s,t) — djel, @i(s)Y;(t)] < > jens, [©i(s)] - [¥;(t)], implies

that
> 0i(s)w(t) = (s, 1)
j€Jy

for ;1 ® v-almost all (s,t) € S x 7. O

We consider some examples of Schur multipliers. Let M(T?) be the space of all

complex Borel measures on the 2-torus T? with the norm ||| aq(12) def | 2|(T).
Example. Let p € M(T?). Then {fi(m,n)} € M(Z?) and ||illamzxz) < ||ul-

This fact is an obvious consequence of Theorem 2.2.1. It is clear that not every
Schur multiplier @ € 9MM(Z x Z) can be represented as a = [i, where u € M(T?).
Consider, for example, the case when the matrix @ = {amn }m,nez consists of the
same columns (or rows). To be definite, suppose that a,,, = t, for all m,n € Z.
Then a € M(Z x Z) if and only if a € £>°(Z x Z) and ||a|lmzxz) = l|a|=@zxz) =
[I{tn}]|ee=. Of course, by no means are all such matrices a with bounded entries
representable as a = [i, where y € M(T?).

On the other hand, if we assume that a matrix @ = {amn }m,nez is a Laurent
matrix, that is, @,y = tm—n, then the situation changes considerably.

Theorem 2.2.7. Let A = {amn}mnez be a Laurent matriz. Then A € M(Z?) if
and only if amyn = ji(m—n) for some measure pu in M(T), and ||a||snz2) = ||l am(T)

All these results can be generalized to locally compact Abelian groups. In the
case of a non-discrete Abelian group G one has to assume that the corresponding
functions are continuous in the statement of the analogue of Theorem 2.2.7.

Theorem 2.2.8. Let h be a continuous function on R. Then the matricx A =
{h(s = t)}s.ter belongs to M(R x R) if and only if there exists a complex Borel
measure ju such that h = F . Moreover, ||Alsn@xr) = || 1l m(®)
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2.3. Double operator integrals

Double operator integrals are expressions of the form

/ / B(s, ) dE: ()T dBs (b), (2.3.1)
SJT

where F; and Fs5 are spectral measures on a separable Hilbert space 42, ® is
a bounded measurable function, and T is a bounded linear operator on J7.

Double operator integrals appeared in the paper [23]. In the papers [19]-[21]
Birman and Solomyak created a nice theory of double operator integrals. Their
idea was first to define double operator integrals of the form (2.3.1) for arbitrary
bounded measurable functions ® and operators T of Hilbert—Schmidt class S5. For
this purpose they introduced a spectral measure & that takes values in the set of
orthogonal projections on the Hilbert space S5 and is defined by

éa(A X A)T = El(A)TEQ(A), T e SQ,

where A and A are measurable subsets of S and 7. It is clear that left multiplication
by E1(A) commutes with right multiplication by E5(A). In [22] it was shown that
& extends to a spectral measure on S x 7. In this situation the double operator
integral (2.3.1) is defined by

/S/T@(s,t)dEl(s)TdEg(t) def </SXT<I>d£‘)T.

It follows immediately from this definition that

If a function ® possesses the property that

< 1@flz=T s -

/S /7 O(s,t) B (s)T dEs(t)

Sa

TeS = / / (I)(S,t) dEl(S)TdEQ(t) €S,
S JT

then ® is called a Schur multiplier of the space S with respect to the spectral
measures E1 and Es.

To define double operator integrals (2.3.1) for bounded operators T', we consider
the transformer

QH/T/Sé(t,s)dEg(t)QdEl(s), Oes,

and assume that the function (y,z) — ®(y,x) is a Schur multiplier of S; with
respect to Ey and F4. In this case the transformer

T /S /T ®(s,t) dEy (s)T dEa(t), T € So, (2.3.2)
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extends by duality to a bounded linear transformer on the space of bounded linear
operators on 4. In this case ® is said to be a Schur multiplier (with respect to Ey
and E5) of the space of bounded linear operators. We denote the space of such Schur
multipliers by 9(FE7, F3). The norm of ® in MM(E;, Es) is defined as the norm of
the transformer (2.3.2) on the space of bounded linear operators.

It is easy to see that if a function ® on S X7 belongs to the projective tensor prod-
uct L®(E1)®L>®(Fs) of the spaces L= (E;) and L>(E5) (that is, ® admits a repre-

sentation ®(s,t) = Zn>0 ©n(8)Yn(t), where Zn}O ||‘Pn||L°°(E1)||Z/}n||L°°(E2) < oo),
then ® € M(FE;, E). For such functions P,

// (s,t) dEy(s)T dEo(t) = Z(/gondE1> </1/zndE2>

n=0

More generally, ® € 9M(E,, Ey) if @ belongs to the integral projective tensor
product L (E1) ®; L>(FE3) of the spaces L>®(E;) and L™ (FE3), that is, ® admits
a representation

B(s, 1) = /Q (s, W) (t, w) do(w), (2.3.3)

where (2, 0) is a space with a o-finite measure, ¢ is a measurable function on & x Q,
1) is a measurable function on 7 x €, and

e 0l 19 )= dorto) < .

It turns out that all Schur multipliers can be obtained in this way (see Theo-
rem 2.3.1 below).

Another sufficient condition for a function to be a Schur multiplier can be stated
in terms of the Haagerup tensor product L>®(E;)®y L= (E3), which is defined as
the space of functions ® of the form

=3 nl()alt). (2.3.4)

n=0

where {¢n}n>0 € LE (0?) and {¢n}nz0 € LE, (ZQ). Let

> lenl®

n=0

/2 1/2

> [enl?

n>=0

||(I)||L°°(E1) ®n Lo (Es)  inf

)

L (E2)

< (E1)

where the infimum is taken over all representations of ® in the form (2.3.4). It is
easy to verify that if ® € L>®(E;) ®), L= (FEy), then ® € 9M(F,, Ey) and

// O(s,t) dEy(s)T dEo(t) = ) (/ ©n dE1> (/ Un dE2> (2.3.5)

n=0
where the series on the right-hand side is convergent in the weak operator topology,
and
1@l (e, 20) < NPl (B)) ®, Lo (Ea)-

As is clear from the next theorem, the condition ® € L>®(FE}) ®p L™ (E2) is not
only sufficient, but also necessary.
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Theorem 2.3.1. Let & be a measurable function on S x T, and let p and v be
positive o-finite measures on S and T which are mutually absolutely continuous
with respect to E1 and Eo. Then the following conditions are equivalent:

(a) P e m(El,E/Q\),

(b) ® € L>(E1) @i L>(E2);

(c) @€ L>(Er) @ L (E);

(d) there exist a o-finite measure o on a set Q0 and measurable functions o

on S x Q and ¥ on T X Q such that (2.3.3) holds and
L>(E2)

([ 1ot asto >> ([ 1o wPast >)1/2
(2.3.6)

(e) if an integral operator f — [k(z,y)f(y)dv(y) from L?(v) to L?(n) belongs
to S1, then the integral operator f — [ ®(z,y)k(z,y)f(y)dv(y) belongs to
the same class.

< 00;

L= (El)

The implications (d) = (a) < (e) were established in [21]. In the case of matrix
Schur multipliers the implication (a)=- (b) was proved in [16]. We refer the reader
to [56] for the proof of the equivalence of (a), (b), and (d). The proof of the
equivalence of (c) and (d) is elementary.

It is easy to see that the conditions (a)—(e) are also equivalent to the condition
that ® is a Schur multiplier of S.

Note that one can also define double operator integrals of the form (2.3.1) in the
case when F| and Fs are spectral measures on different Hilbert spaces and T is an
operator from one Hilbert space to another.

Remark. Tt follows easily from Theorems 2.2.6 and 2.3.1 that if S and 7 are topo-
logical spaces and ® is a Borel function on S x 7T of class MM(S x 7) (that is, @ is
a discrete Schur multiplier), then ® € M(E, Esy) for any Borel spectral measures F1
and Fy on S and 7.

Double operator integrals can also be defined with respect to semispectral mea-
sures. We recall that a semispectral measure £ on a measurable space (Z,9B) is
a map defined on the o-algebra B, with values in the set of bounded linear opera-
tors on a Hilbert space ¢, countably additive in the strong operator topology, and
such that

E(A)>20, Ae®B, E£W)=0 and &(X)=1.

By Naimark’s theorem [46], each semispectral measure £ has a spectral dilation,
that is, a spectral measure E defined on the same measurable space (27, B), taking
values in the set of orthogonal projections on a Hilbert space £ containing 7,
and such that

E(A) = PxE(A)| 2, A € B,

where P is the orthogonal projection from 2 onto 7. Such a spectral dilation
can be chosen to be minimal in the sense that

A = closspan{E(A): A € B}.

It was shown in [44] that if E is a minimal spectral dilation of a semispectral
measure &, then E and & are mutually absolutely continuous.



646 A.B. Aleksandrov and V.V. Peller

Integrals with respect to semispectral measures are defined as follows:

/% o(z)dE(z) = Py ( /x o(x) dE(x)) ’%f pe L™E) Y L>(E).

If & and & are semispectral measures on (£7,B1) and (23,9B2), F1 and Fs
are spectral dilations of them on Hilbert spaces #; and 5, and a function ®
on 27 x %5 satisfies the equivalent conditions of Theorem 2.3.1, then the double
operator integral with respect to £ and & is defined by

/ / q’(l‘l,u’(}g) dgl(l‘l)Q dgg(aig)
X1 J X

= P[;;/ / (w1, 2) dEl(xl)(QPEf]) dEs(x9)|
AR 2

for an arbitrary bounded linear operator @ on 7. Here P and Pﬁl are the
orthogonal projections from J# and J#% onto 2. If ® € L™ (E;) ®, L>(E>), then

//@(xl,xg)dgl(xl)ngg(xg) = Z(/ ©n dEl)T</1/Jn d&), (2.3.7)

n>=0

where T' € B(¢), and ¢,, and 1, are functions in the representation (2.3.4).
Double operator integrals with respect to semispectral measures were introduced
in [57] (see also [62]).

Chapter III. Operator Lipschitz function on subsets of the plane

In this chapter we study operator Lipschitz and commutator Lipschitz func-
tions on closed subsets of the complex plane. A significant role will be played by
Schur multipliers. We offer two methods for obtaining difference and commutator
estimates. The first method uses discrete Schur multipliers and approximation by
operators with finite spectrum. The second method is based on double operator
integrals.

3.1. Operator Lipschitz and commutator
Lipschitz functions on closed subsets of the plane

We define here the classes of operator Lipschitz functions and commutator Lip-
schitz functions on closed subsets of the plane. We will see that, unlike the case of
functions on the line and the circle, these two classes by no means have to coincide.
When defining them, we consider only bounded operators. In the next section we
will see that if we admit not necessarily bounded operators, then we obtain the
same classes of functions.

Let § be a non-empty subset of the complex plane C. We denote by Lip(F) the
space of functions f: § — C satisfying the Lipschitz condition:

|f(z) = f(w)| < Clz —w|, z,w e C. (3.1.1)
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The smallest constant C' > 0 satisfying (3.1.1) is denoted by || f|lLipz) = [If]lLip-

Let [|flleip < oo if f ¢ Lip(3)-

Usually we require that the set § be closed.
It follows easily from the spectral theorem for pairs of commuting normal oper-
ators that the inequality

[£(N1) — fF(No) | < [IfllLipes) 1V — Ne| (3.1.2)

holds for any commuting normal operators N7 and No whose spectra are contained
ing§.

A complex continuous function f on a non-empty closed set § C C will be said
to be operator Lipschitz if there exists a positive number C such that

[F(N1) = fF(N2)|| < C[INy = No (3.1.3)

for any normal operators N1 and N, with spectra in §. We denote the space of oper-
ator Lipschitz functions on § by OL(F). The smallest constant C satisfying (3.1.3)
is denoted by [|f lors) = IIf lor- Let [[flor, = oo if f & OL(3).

If a function f is defined on a bigger set & D §, then we will usually write for
brevity f € OL(F) and || f|lor(g) instead of f|F € OL(F) and || f|§]lowz). We will
also use the same convention for other function spaces.

It is easy to see that OL(F) C Lip(3F) and [/ f|lLipz) < Ifllorg) for any f €
OL(F). We will see in §3.14 that the equality OL(F) = Lip(§) holds only for finite
sets §.

If f € OL(F) and || f]loL < 1, then

[f(ND)U = U f(No)[| < |[NiU = UNo| (3.1.4)

for all unitary operators U and all normal operators N; and N, such that
o(Ny),0(N2) C §. To see this, it suffices to apply the inequality (3.1.3) with C' =1
to the normal operators U*N,U and Ns. Conversely, if (3.1.4) holds for all
unitary operators U and all normal operators Ni; and Ny such that N; = Ny
and 0(N1) = o(N2) C §, then f € OL(J) and || f|lor) < 1. Indeed, applying the
inequality (3.1.4) to the operators N1 = Ny = <N1 0 > and U = (O I), we
0 N, I 0
find that || f(N1) — f(N2)|| < || N1 — Na||. In this argument we have dealt only with
self-adjoint unitary operators U, that is, normal operators U such that &% = I, or,
what is the same, unitary operators with spectra in {—1,1}.

Theorem 3.1.1. Let f be a continuous function on a closed subset § of C. Then
the following conditions are equivalent:
(a) |If(N1) = f(N2)|| < ||N1— Na|| for all normal operators Ny and Ny such that
O'(Nl), O'(NQ) c3;
) 1f(N)U = Uf(N2)|| < ||N1U — UNz|| for all unitary operators U and all
normal operators Ny and No such that o(Ny),0(N3) C §;
() |[f(N)U=UF(N)|| < INU —UN|| for all self-adjoint unitary operators U
and all normal operators N such that o(N) C §;
(d) |If(N)A = Af(N)|| < ||[NA — AN|| for all self-adjoint operators A and all
normal operators N such that o(N) C §.
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Proof. The equivalence of (a), (b), and (c¢) was proved in essence before the state-
ment of the theorem. The implication (d) = (c) is obvious. It remains to prove that
(c) implies (d). Denote by X the set of operators R such that ||f(N)R— Rf(N)]| <
INR — RN for all normal operators N with spectrum in §. It is clear that the
set X is closed in the norm and aU + BI € X for any unitary operator U and
all o, € C. To prove that an arbitrary self-adjoint operator A belongs to X,
it suffices to observe that the operator (I — eiA)(I + eiA)~! is unitary for all ¢
in (<[], |4 ) and

A= limi_(lf(IfsiA)(IJrsiA)*l). O

Remark. A unitary operator U is self-adjoint if and only if it can be represented in
the form U = 2P — I, where P is an orthogonal projection. The condition (c)
in Theorem 3.1.1 can be rewritten as follows: ||f(N)P — Pf(N)|| < ||[NP — PN||
for all orthogonal projections P and all normal operators N such that o(N) C §.

Theorem 3.1.2. Let f be a continuous function on a closed subset § of C. Then
the following conditions are equivalent:
(a) [|f(N1) = f(N2)]| < ||N1— Na|| for all normal operators N1 and Na such that
a(Ny),0(N2) C §;
() [ f(N)R — Rf(N)|| € max{|[NR — RN||,||[N*R — RN*||} for all operators
R € B(#) and all normal operators N such that o(N) C §;
(¢) |f(N1)R — Rf(N2)|| < max{|[NyR — RN:|,|NiR — RN3||} for all R €
B(2) and all normal operators Ny and Ny such that o(Ny),0(N2) C §.

Proof. Let us first prove the implication (a) = (b). Suppose that (a) holds. Then it
follows from Theorem 3.1.1 that || f(N)A—Af(N)|| < [|[NA—AN]| for all self-adjoint
operators A and all normal operators N such that o(N) C §. Applying this asser-
. N 0 .. 0 R
tion to the normal operator (0 N) and the self-adjoint operator ( R 0),
we obtain

max{ | f(N)R — Rf(N)|, | f(N)R* — R*f(N)]}
< max{|[NR— RN)||,[NR* — R*N|},

which implies (b).
Applying (b) to the normal operator N0 and the operator 0 R , We
0 Ny 0 0
get (c). The implication (c) = (a) is obvious. O

In the proofs of Theorems 3.1.1 and 3.1.2 we have used the standard technique
of passing to block matrix operators, which in certain cases allows one to pass from
one operator to a pair of operators. This technique will be useful in what follows.
Kittaneh [40] calls it the Berberian trick, apparently having in mind the paper [17]
by Berberian.

Theorems 3.1.1 and 3.1.2 are contained in Theorem 3.1 of [13], but in a cer-
tain form they can in essence be extracted from the paper [38], where arbitrary
symmetric norms are also considered together with the operator norm.
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We note that the equality ||[N7R — RNJ|| = ||[N1R — RNz||, and hence also the
equality
max{||[N1R — RNz||,||[NfR — RN; ||} = |[N1R — RN,

holds in each of the following special cases:

1) the operators Ny and Nj are self-adjoint (this is the case if § C R);

2) the operators N7 and N, are unitary (this is the case if § C T);

3) R is self-adjoint and Ny = Na;

4) R is a unitary operator.

A complex function f continuous on a closed set § C C is said to be commutator
Lipschitz if there is a number C' > 0 such that

[F(N)R = Rf(N)[| < C|[NR - RN|| (3.1.5)

for any R € B(#) and any normal operator N with spectrum in §. We denote
the set of commutator Lipschitz functions on § by CL(F). The smallest constant C
satisfying (3.1.5) is denoted by || fllcrz) = [ fllcL. Let ||fllcL) = oo if f ¢ CL(3).

Theorem 3.1.3. Let f be a continuous function on a closed subset § of C. The
following three conditions are equivalent:
(a) [|[f(N)R — Rf(N)| < ||NR — RN|| for any R € B(S) and any normal
operator N such that o(N) C §;
(b) [|f(N1)R — Rf(N2)|| < ||N1R — RN3|| for any R € B(A) and any normal
operators N1 and Ny such that o(Ny),0(N2) C §;
() [|[F(N1)A — Af(No)| < [|[N1A — ANs|| for any self-adjoint operator A and
any normal operators N1 and Ny such that o(N7),0(N2) C §.

Proof. To prove the implication (a) = (b), it suffices to apply (a) to the normal oper-

Ny O 0 R
ator (O Nz) and the operator 0 0

It remains to prove that (c) implies (a). Applying (¢) to Ny = U*NU and Ny = N,
where U is a unitary operator, we get that

[f(NUA-UAf(N)|| = f(U'NU)A - Af(N)|| < [NUA - UAN]||

. The implication (b)=-(c) is obvious.

for any self-adjoint operator A, any unitary operator U, and any normal operator NV
such that o(IN) C §. Note that if (a) is satisfied for an operator R € B(5¢), then
it is also satisfied for the operator R+ AI, where A € C. Thus, we can assume that
R is invertible. Then applying the polar decomposition to the invertible operator R,
we obtain R = U A, where U is a unitary operator and A is a (positive) self-adjoint
operator. [J

It follows immediately from Theorems 3.1.1 and 3.1.3 that CL(§) C OL(F)
and | fllove) < IflleL) for all f in CL(F).

Remark. In the conditions (b) of Theorem 3.1.1, (c¢) of Theorem 3.1.2, and (b) of
Theorem 3.1.3) we can assume that the normal operators N1 and Ny act in different
Hilbert spaces (herewith the unitary operator U can act from one Hilbert space to
another). This can be seen from the proofs. As an illustration, we give here a rel-
evant reformulation of the condition (b) in Theorem 3.1.3: ||f(N1)R — Rf(N2)|| <
|N1R—RNs|| for all operators R € B(#45, #4) and all normal operators Ny and N
acting in Hilbert spaces 741 and 5% and satisfying the condition o(N1),0(N2) C §.
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Analogues of Theorems 3.1.1-3.1.3 with appropriate modifications hold for
symmetrically normed ideals with practically the same proofs. We consider here
only the trace class ideal S;. With each closed set § C C we associate the space
OLg, (F) of trace class Lipschitz (or S1-Lipschitz) functions and the space CLg, ()
of trace class commutator Lipschitz (or Si-commutator Lipschitz) functions. To
define the spaces OLg, (§) and CLg, (§) we only have to replace the operator norm
by the trace norm in (3.1.3) and (3.1.5).

The corresponding ‘united’ analogue of Theorems 3.1.1 and 3.1.2 for the trace
norm can be stated as follows.

Theorem 3.1.4. Let f be a continuous function on a closed subset § of the complex
plane C. Then the following conditions are equivalent:
(a) [|f(N1) = f(N2)|ls, < ||N1—Na|ls, for all normal operators Ny and No such
that o(Ny1),0(N2) C §;
) |f(N)U = Uf(Na)|ls, < ||N1U — UNs||s, for all unitary operators U and
all normal operators Ny and Ny such that o(Ny),0(N2) C §;
() |[f(N)U =Uf(N)|ls, < ||[INU —UN||s, for all self-adjoint unitary opera-
tors U and all normal operators N such that o(N) C §;
(d) If(N)A—Af(N)||s, < ||[NA— AN||s, for all self-adjoint operators A and
all normal operators N such that o(N) C §;
(@) I/(N)R — Rf(N)|s, + [F(N)R — RF(N)|5, < INR — RN||s, + |N"R -
RN*||g, for all R € B(#) and all normal operators N such that o(N) C §;
() IF(NOR=RF(N>)]ls, + [ F(ND)R—RF(No)l[s, < | NtR—RNalls, +|[N{ R
RN3||s, for all R € B() and all normal operators N1 and Na such that
O’(Nl), O’(NQ) Ccg.

We now state the analogue of Theorem 3.1.3.

Theorem 3.1.5. Let f be a continuous function on a closed subset § of C. Then
the following conditions are equivalent:
(@) ||[f(N)R—Rf(N)|ls, < ||[NR— RN|s, for all R € B(s) and all normal
operators N such that o(N) C §;
) |f(N1)R—Rf(N2)|ls, < ||[NitR—RN:||s, for all R € B(5¢) and all normal
operators N1 and Ny such that o(Ny),0(N2) C §;
(¢) If(N))A = Af(No)|ls, < ||[N1A — ANs||s, for all self-adjoint operators A
and all normal operators N1 and No such that 0(N1),0(N2) C §.

We note that one can reformulate Theorem 3.1.4 for self-adjoint operators as
follows.

Theorem 3.1.6. Let f be a real continuous function on a closed subset § of R.
Then the following conditions are equivalent:
(a) If(A) = f(B)lls, < ||A— Blls, for all self-adjoint operators A and B such
that o(A),o(B) C §;
) 1f(AU —=Uf(B)lls, < ||AU — UB||s, for all unitary operators U and all
self-adjoint operators A and B such that o(A),c(B) C §;
() [f(AU-Uf(A)|s, < ||JAU—-UA||s, for all self-adjoint unitary operators U
and all self-adjoint operators A such that o(A) C §;
(d) If(A)R—Rf(A)|ls, < ||AR— RA||s, for all self-adjoint operators A and R
such that o(A) C §;



Operator Lipschitz functions 651

(e) [|[f(A)R—Rf(A)|ls, < ||AR— RA|s, for all R € B() and all self-adjoint
operators A such that o(A) C §;

) If(A)R—Rf(B)|ls, < ||AR— RB||s, for all R € B(S¢) and all self-adjoint
operators A and B such that 0(A),c(B) C §.

Corollary 3.1.7. If f is a continuous real function on a closed subset § of the real
line R, then || fllovs, ) = [IfllcLs, 3)-

It follows that || flloLs, 3) < [[fllcLs, 3) < 2/ fllovs, (3) for a complex continuous
function f.

The same can be said also in the case of unitary operators N; and Ns, that is,
in the case when § is contained in the unit circle T.

Obviously, Z € OL(J) for any closed set § in C, and ||Z|lorz) = 1 if § has at
least two points.

Definition. A closed subset § of C is called a Fuglede set if CL(F) = OL(%).

This notion was introduced by Kissin and Shulman in [38].

Johnson and Williams [32] proved that each function f € CL(F) is differentiable
in the complex sense at each non-isolated point of § (see Theorems 3.3.2 and 3.3.3
below). We note that Z € OL(F). Therefore, a Fuglede set cannot have interior
points and even cannot contain two intersecting intervals not contained in the same
straight line. Kissin and Shulman proved in [38] that each compact curve of class C?
is a Fuglede set.

The following theorem is essentially contained in Proposition 4.5 of [38].

Theorem 3.1.8. A closed subset § of C is a Fuglede set if and only if Z € CL(F).
If z € CL(3), then | fllcu@) < IZllcu@) I fllone) for all f € OL(S).

This theorem is a straightforward consequence of Theorems 3.1.2 and 3.1.3.

Corollary 3.1.9. Let § be a closed subset of C. Then the equality CL(F) =
OL(F) holds together with the seminorm equality || - |cLi) = || - llou) o and

only if ||Z]|cr) < 1.

We note that [|Z][cLz) = [IZllo) = 1 if § has at least two points. Thus, the
condition that ||Z||crz) < 1 can be replaced by the condition that ||Z||cr,g) = 1 if
$ has at least two points.

Theorem 3.1.10. If a closed subset § of C is contained in a straight line or in
a circle, then § is a Fuglede set and || - ||cLz) = | - [lons) -

Proof. Tt is easy to see that the (semi)norms in CL(F) and OL(F) coincide if and
only if
IN*R— RN*|| = ||[NR— RN|| (3.1.6)

for every normal operator N with spectrum in § and every bounded operator R.
As we observed above (see the special cases 1) and 2) before Theorem 3.1.3), this
equality obviously holds for both self-adjoint and unitary operators N. This proves
the theorem in the two special cases § C R and § C T. The general case can be
reduced to these special cases with the help of affine transformations of the complex
plane. [J
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Kamowitz [33] proved that for a given operator N the equality (3.1.6) holds for
all bounded operators R if and only if IV is a normal operator whose spectrum
is contained in a circle or a line. It follows from this result of Kamowitz that
Theorem 3.1.10 has a converse. In other words, the equality | - [|cr) = || - llong)
holds if and only if § is contained in a circle or a line.

Let §1 and §2 be non-empty closed subsets of C. Denote by CL(F1,§2) the space
of continuous functions f on § = F1 U Fo, for which there exists a constant C > 0
such that

[f(N1)R — Rf(N2)|| < C|[N1R — RNs| (3.1.7)

for all R € B(s#) and all normal operators Ny and N, with spectra in §; and 2. We
denote by | fllcL(z,,5.) the smallest constant C' satisfying (3.1.7). Let || f|lcr(z,,3.)
— oo if f ¢ CL(31,52).

Passing to the adjoint operators, we see that (3.1.7) is equivalent to the condition
that ||R*f(N1) — f(N2)R*|| < C||R*Ny — NyR*||. It follows that f € CL(F1,52)
if and only if f(Z) € CL(F2,81) and ||f(§)||CL(§2_§1) = [|fllcL(g..34), Where for
a subset § of C we denote by § the set {(: ¢ € F}.

If we rewrite (3.1.7) in terms of matrices and then consider the transposed matri-
ces, then we find that CL(%l,gg) = CL(SQ,gl) and H . ||CL(S’1,8’2) = || . HCL(3:273:1).

Theorem 3.1.11. Let f be a continuous function on a union §1 U 2 of closed
subsets §1 and o of C. Then the following conditions are equivalent:

(a) If(N1)R — Rf(N2)|| < ||NiR — RNs|| for all R € B(J) and all normal
operators N1 and Na such that o(Ny) C §1 and o(Ns) C Fo;

(b) [|f(N1)R — Rf(N2)|| < ||[N1R — RNs|| for any operator R from a Hilbert
space ¢ to a Hilbert space 76, and any normal operators N1 and No on 64
and 6 such that o(N1) C §1 and o(N3) C Fa;

(c) the condition (b) holds under the additional assumption that the normal
operators N1 and Ny have simple spectra;

(d) |If(N1)A—Af(No)| < [|[N1A— ANs|| for all self-adjoint operators A and all
normal operators N1 and Ny such that o(N1) C §1 and o(Na2) C Fa.

Proof. The implications (b)=-(a) and (b)=-(c) are trivial. Let us prove that
(a) = (b). If the spaces 7 and 7% are isomorphic, then there exists a unitary
operator U : ¢, — 5. The operator RU and the normal operators Ny and U* NoU
are operators on the same Hilbert space .77, and hence

[f(N1)(RU) = (RU) f(U*NU)|| < [|NL(RU) — (RU)U" N U ||

by (a), which immediately implies the desired estimate. To reduce the general case
to the special case considered above, we introduce the operators

REYEPR MY PN, and Ma ¥ PN

Jjz1 Jjz1 j>1
It is easy to see that the inequality || f(N1)R — Rf(N2)|| < ||[N1R — RN|| is equiv-
alent to the inequality ||f(N1)R — Rf(N2)|| < MR — RNz

We now prove that (c) implies (b). Assume the contrary. Then there exist
R € B(s%,54) and normal operators N; and Ns acting in % and 5% such
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that O'(Nl) C 3§51, O'(NQ) C 3§92, HN1R— RN2|| =1, and ||f(N1)R— Rf(NQ)H > 1.
Thus, there are vectors ug € 4 and vy € J4 such that |ug| = 1, |voll = 1,
and |((f(N1)R — Rf(N2))ug,v0)| > 1.  Let #° and # be the smallest
reducing subspaces of N; and N containing vy and wug, respectively, and
let P and @ be the orthogonal projections onto these subspaces. Note
that [|f(N1)PRQ — PRQf(Nz)|| > 1 since ((f(N1)PRQ — PRQf(N2))ug,vo) =
((f(N1)R—Rf(N2))ug,vo). Moreover, || N1 PRQ—PRQN|| = |P(N1R—RN>)Q|

< 1. Let NY ef N|? and NY ef N|#. Then N{ and N can be regarded
as normal operators acting in 7 and 7. Clearly, NY and NY are normal
operators with simple spectra. To get a contradiction, it suffices to observe that
|F(NY)PRQ — PRQS(N9)|| > 1 and [ NYPRQ — PRQNY) < 1.

The implication (a)=-(d) is trivial. It remains to prove that (d) implies (a).
Applying (d) to the normal operators U*N;U and Ny, where U is a unitary oper-
ator, we find that

[F(NDUA = UAf(No)|| < [MUA = UAN, |

for any self-adjoint operator A, any unitary operator U, and any normal opera-
tors N7 and Ns such that o(N7) C §1 and o(Ny) C Fo. With the help of polar
decomposition this implies (a) for invertible operators R. Therefore, (a) holds for
operators R that belong to the closure of the set of invertible operators in the
operator norm. It remains to observe that in the general case the block oper-

R 0
ator R = (0 0
accuracy in the operator norm by invertible operators in B(.% @ .7¢). One can pro-
ceed from the operator R to the operator R by using the Berberian trick discussed
after the proof of Theorem 3.1.2. [J

) on S @ S can obviously be approximated with arbitrary

We need the following well-known elementary result.

Lemma 3.1.12. Let N be a bounded normal operator. Suppose that the subset A
of C is an e-net of the spectrum o(N) of N, that is, for each ¢ € o(N) there is
a A € A such that |\ — ¢| < e. Then there exists a normal operator Ny such that
NNy = NoN, ||[N — No|| < €, and o(Ny) is a finite subset of A.

Proof. Since the spectrum of N is compact, there exists a finite e-net Ag of o(N)
such that Ag C A. Then we can find a Borel function 7: ¢(IN) — Ag such that
sup{|z — n(z)|: z € o(N)} < e. It remains to put Ny Lef n(N). O

It follows easily from this lemma and the inequality (3.1.2) that if the inequal-

ity (3.1.3) holds for all normal operators N7 and N with finite spectra in §, then

f € OL(3) and || fllorez) < C.
In other words, the following equality holds for every continuous function f on

a closed set § C C:

I flloL) = sup{l|flloL(a): A € &, A is finite}. (3.1.8)

Moreover,
| flloL) = sup{l|fllora): A C Fo, A is finite}, (3.1.9)
where §p is a dense subset of §.
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Similar equalities hold also for commutator Lipschitz seminorms.

Hence we would obtain nothing essentially new if we tried to define the spaces
OL(F) and CL(F) for an arbitrary subset § of C.

To be definite, we dwell on the space OL(F) (CL(F) can be treated similarly).
We say that an arbitrary function f: § — C belongs to OL(gF) if there is a constant
C > 0 such that (3.1.3) holds for all normal operators N; and N, with finite
spectra in §. Note that since the spectra are finite, we can define f(N7) and f(N2)
for any function f. Obviously, OL(F) C Lip(§). Thus, each such function f admits
a Lipschitz extension to the closure clos § of §. It is easy to see from (3.1.9) that this
extension belongs to OL(clos §) and its OL-seminorm does not change. Therefore,
the space OL(F) can be identified in a natural way with the space OL(clos ).

Taking this remark into account, for brevity we write OL(D), OL(C,), CL(D),
and CL(C,) instead of OL(closD), OL(closC), CL(clos D), and CL(closCy.).

3.2. Bounded and unbounded normal operators

We prove in this section certain auxiliary results giving us that in the definitions
of operator and commutator Lipschitz (as well as operator Holder) functions we
can either consider only bounded normal operators or admit unbounded ones. In
either case we get the same classes of functions with the same norms.

Let Ny and Nsbe not necessarily bounded normal operators acting in Hilbert
spaces £ and 4, with domains Dy, and Dy,. Let R be a bounded operator
from % to . We say that NyR — RN, is a bounded operator if R(Dy,) C Dy,
and ||NyRu— RNaul|| < Clju|| for all w € Dy,. Then there exists a unique bounded
operator K such that Ku = Ny Ru — RNyu for all u € Dy,. In this case we write
K = N1R — RN5. Thus, N7R — RN> is a bounded operator if and only if

|(Ru, N1*v) — (Nau, R*v)| < C|[ul| - ||| (3.2.1)

for all w € Dy, and v € DNT = Dn,. It is easy to see that N1R — RN,
is a bounded operator if and only if NJR* — R*N; is a bounded operator.
Furthermore, (NiR — RN3)* = —(N3R* — R*N{). In particular, we write
NiR = RNs if R(Dn,) C Dy, and N1Ru = RNyu for all u € Dy,. We say that
INyR — RN3|| = o0 if NyR — RN is not a bounded operator.

Remark. Let N1 and Ny be normal operators. Suppose that N7 is the closure
of N1, and Ny is the closure of Nyy. If (3.2.1) holds for all u € Dn,, and v € Dy,
then it holds for all v € Dy, and v € Dy, .

Theorem 3.2.1. Let N1 and N5 be normal operators acting in Hilbert spaces 564
and %, and let R be a bounded operator from 56 to 7. Then there exist sequences
{N1n}tn>1 and {Nan}n>1 of bounded normal operators on Hilbert spaces 3
and  p, and a sequence of bounded operators{ Ry, }n>1 from 5 ,, to JQ ,, such that:

(a) the sequence {||Ry,||}n>1 is non-decreasing and lim,,_,o ||Ry| = | R||;

(b) o(N1,n) C o(N1) and 0(Nan) C o(Na) for alln > 1,

(¢) for any continuous function f on o(N1)Uo(Na) the sequence {|| f(N1n)Rn—

Rnf(N2,n)||}n>1 is non-decreasing and

Jim ([ f(N1n) By = B f(Noyo)|| = [[f(N)R = R (N2)|l;



Operator Lipschitz functions 655

(d) for any continuous function f on o(N1)Uo(Na) with || f(N1)R—Rf(N3)|| < o0
and for any natural number j the sequence {s;(f(N1n)Rn—Rnf(N2ym))}
of singular values is non-decreasing and

nh—>n;o Sj (f(Nl,n)Rn - Rnf<N2,n>) = Sj (f(Nl)R - Rf(N2)>

n=0

Proof. Without loss of generality we can assume that 0 € o(Ny) U o(Nz). Let

Pr, © Ex, ({]A < n}) and Py, & En, ({|]A] < n}), where Ey, and E, are the

spectral measures of the normal operators N and Ns, and let

Nl,n o Py 2Ny = NP, =P n,NiPy,

Ny & Py Ny = NoPypy = Py No Py,

%,n déf Pl,nf%ply and f%,n déf PZ,n%-
Clearly, ]\71771 and Ngm are bounded normal operators on 7 and %, and J4 ,

and /% ,, are reducing subspaces of len and NQ’H.

Let N1, def Nl,n|ffi,n and Ny, def Z\~72,7l|j‘f§,n. Then N ,, and Ny, are normal
operators acting in 4 ,, and . ,. The operator R, in B(% ,, 4 ») is defined
by R,u def Py ,Ru= P, ,RP; yu for uw € 6 ,. Then (a) and (b) are obvious. To
prove the remaining assertions, it suffices to observe that

Pl,n (f(Nl)R - Rf(NQ))PQ,nU = (f(Nl,n)Rn - Rnf(NQ,n))u

for all w in J% ,,. O

3.3. Divided differences and commutator Lipschitzness

With each function f on a closed set § C C we associate the function
Dof: T xF — C given by
fz) = fw) .
of | —————= if ,
(Dof)(z,w) % —w if 27w (3.3.1)
0 if z =w.

If § has no isolated points and for each point z in § there exists a finite deriva-
tive f'(z) in the complex sense, then we can define the divided difference Df: Fx §

— C by
fz) = flw) .
CHIEIES
f'(z) if z=w.

Theorem 3.3.1. Let f be a continuous function on the union §1 U F2 of closed
subsets F1 and T2 of C. Then f € CL(F1,82) if and only if Dof € M(F1 X Fa2).
Moreover,

I fllcnz,z2) = D0l x52) < 1Dof Iz, x52) < 2/ fllcrs.s.)-
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Proof. We prove only the equality || f|lcr(z,,3.) = D0 |lo, (5, x52)» because every-
thing else follows from Corollary 2.1.2. Consider first the case of finite sets 1
and Fo. Let N7 and Ny be normal operators such that o(N;) C §1 and o(Ng) C Fo.
By Theorem 3.1.11, we can assume that N; and N, have simple spectra. Then
there exist orthonormal bases {ux}req(ny) and {vu}ucq(n,) in 24 and J% such
that Nyuy = Auy, for all A € o(Ny) and Nyv,, = pv,, for all p € o(N2). With each
operator X : J#% — J# we associate the matrix {(X v, ux)}xpeo(n)xo(Ny)- We
have

((N1R — RN2)v,up) = (Ruu, Nfuy) — (RN2vy, un) = (A — ) (Ruy, wy).
Similarly, ((f(N1)R — Rf(N2))vu,un) = (f(A) — f(1))(Rup, uy). Obviously,

{(FN) = f (1) (Rug, un)} = {(Dof) (A, )} * {(A = ) (R, un)}-

Note that the matrix {aAM}(A’#)GU(Nl)XJ(NQ) can be represented in the form

{axu}nweo(Ni)xo(Ny) = LA = 1) (R, ux) }(a wyeo (V1) xo (N2)

where R is an operator from % to 71, if and only if ay, = 0 for A = p. The
equality || fllcn(g:,5.) = [P0 llm, (31 x5.) for finite sets §1 and F2 is now obvious.

The inequality || fl|cr(z,,5.) = D0 lone (3. x5.) €asily reduces to the case of finite
sets §1 and Fo.

Let us proceed to the inequality || f|lcn(z,,5.) < [Pofllono (3. x5.), which means
that || f(N1)R — Rf(N2)|| < D0fllomy (3, x52) [ N1R — RN3|| for any bounded oper-
ator R and any bounded normal operators N; and N; such that o(Ny) C &
and o(N2) C §1. It follows from the special case treated above that this inequality
certainly holds in the case when the normal operators N7 and N, have finite spec-
tra. The case of arbitrary normal operators N; and No with spectra in §; and §s
can be reduced to this special case with the help of Lemma 3.1.12. [

Remark. The inequality | f|lcL(z,.5.) < [[Pofllon(g, xg.) can also be proved with
the help of double operator integrals (see the remark after Theorem 3.5.2).

In the case when §; = §2, Theorem 3.3.1 reduces to the following result.
Theorem 3.3.2. Let f be a function on a non-empty closed subset § of C. Then
f € CL(F) if and only if Dof € M(F x ). Furthermore,

[ fllcL) = Pofllomozxz) < Pofllm@xz) < 2lfllcL)-

IfDof € M(F xF) for a function f on .Z, then f is continuous and even satisfies
the Lipschitz condition. Indeed, if ¢,7 € §, then [(Dof)(7, ()] < Do f o, (3x3)
whence |f(¢) = f(7)| < [[Dofllogzx3)l¢ — T

The following assertion was obtained in [32].

Theorem 3.3.3. Let f be a function on a closed subset § of C such that Do f €
M(F x §). Then f is differentiable in the complex sense at each non-isolated point
of §. Moreover, if # is unbounded, then there exists a finite limit lim |, 27 f(2).

We will need an elementary lemma, which we give without proof.
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Lemma 3.3.4. Let S and T be arbitrary sets. Suppose that a sequence {¢, } of
functions on S x T converges pointwise to a function . Then |lllomsxr) <

liimn—m)o HcanQﬁ(SXT)

Proof of Theorem 3.3.3. We first prove differentiability at each non-isolated point a
of §. Without loss of generality we can assume that a = 0 and f(0) = 0. We
have to show that the function z=!f(z) has a finite limit as z — 0. Suppose that
this function has at least two finite (because f is Lipschitz) limit values as z — 0.
Clearly, we can assume that these limit values are 1 and —1. Thus, there exist two
sequences {A, }n>1 and {p, }n>1 of points of §\ {0} that tend to zero and are such
that lim, .o A\, 1 f(A\n) = 1 and lim,, oo g, ' f(pn) = —1. Passing to subsequences
if necessary, we can achieve the following conditions:

(@) [An] > |pn] > [Ang1] for all n > 1;

(b) limy,— 00 i, * Ay, = 0 and lim,, T_Lj_lun =0.

Obviously, [[{(Dof)(Am: tn) Hlammixny < 1Dof[lan(zxg)- Note that the sequence
{I{(®@0f) N+, Mn+k>}||m(NxN)}k>1 is non-increasing and

Hm (Do f)(Amtks Pntk) = SgN (m -n+ 1).
k—o00 2
It now follows from Lemma 3.3.4 that |[{sgn(m —n 4 1/2)}|onavxw) < 400, which
contradicts Theorem 2.2.7.
The existence of a finite limit lim|,|_,o 27" f(2) in the case of an unbounded
set § can be proved in a similar way, with the only difference that we should now
choose sequences {\, }n>1 and {gn }n>1 that tend to infinity. O

Corollary 3.3.5. The space CL(C) coincides with the set of linear functions az+b
with a,b € C.

Proof. Every function of the form az + b with a,b € C clearly belongs to CL(C).
Conversely, it follows from Theorem 3.3.3 that f is an entire function. Obviously,
f" is bounded, because CL(C) C OL(C) C Lip(C). It remains to use Liouville’s
theorem. [

Theorem 3.3.6. Let f be a continuous function on a perfect set § in C. Then
f € CL(F) if and only if f is differentiable in the complex sense at each point of
the set § and D f € M(F x F). Moreover, || f|cr) = 1D fllmExz) -

Proof. If f € CL(F), then o f € M(F x §) by Theorem 3.3.2 and Corollary 2.1.2.
The differentiability of f follows from Theorem 3.3.3. Conversely, if D f € M(FxF),
then Do f € Mo(F x §), and we can apply Theorem 3.3.2. The equality || f|lcrz) =
1D fllon(gxz) follows from Theorem 3.3.2, Lemma 2.1.3, and the obvious equality

19 fllamo 5x5) = 10 oo (5 x5)- B

The following theorem shows that to estimate quasi-commutator norms, there is
no need to consider all normal operators V1 and s, but rather it suffices to consider
only one pair of normal operators N1 and Ny such that o(Ny) = §1 and o(N2) = Fo.
In particular, when considering the space CL(F) we can assume that N; = Ns, that
is, we can consider only one normal operator N = N; = Nj such that o(N) = §.



658 A.B. Aleksandrov and V.V. Peller

Theorem 3.3.7. Let N1 and No be normal operators acting in Hilbert spaces 74
and . Suppose that a continuous function f on o(N1) U o(Na) has the property
that

[f(N1)R = Rf(N2)|| < [N1R — RN || (3.3.2)

for all R € B(A#3,.74). Then f € CL(0(N1),0(N2)) and || fllcrov),o(N)) < 1.

Let f be a continuous function on a subset of the complex plane. Suppose that
Nj and N, are normal operators acting in Hilbert spaces J# and % and that the
union of their spectra is contained in the domain of f. We say that the pair (N7, N2)
is f-regular if the inequality (3.3.2) holds for all R € B(.7%, 54).

Theorem 3.3.7 can be reformulated as follows.

If an ordered pair (N1, N2) of normal operators is f-regular, then any pair
(My, Ms) of normal operators with o(My) C 0(N1) and o(Ms) C o(N3) is also
f-regular.

We first prove a lemma.

Lemma 3.3.8. Let (N1, N2) be an f-regular pair of bounded normal operators
on 4 and 76, and let 1 and 5 be reducing subspaces of these operators. If M,
is unitarily equivalent to Ny ’Ji’l and Ms s unitarily equivalent to N2|J£/2, then the
pair (My, Ms) is f-regular.

Proof. Let M, € B(}ivﬂl) and M, € B(%) It suffices to consider the following two
special cases:

1. 1 = 24 and H5 = 5. Then My = Uf N Uy and My = U NyUs for some
unitary operators U; and Us. We have

|f(M1)R — Rf(M2)|| = [|[UT f(N1)U1 R — RU; f(N2)Us||
= ||f(N1)U1RU; — Uy RU3 f(N2) ||
< |NiULRU; — Ui RUS Na|| = || My R — RMa||

for any R in B(7%4,.741).

2. M; = Nllﬂ and My = NQ‘%. Let P; be the orthogonal projection from
S onto J# and let P, be the orthogonal projection from % onto J#. If R €
B(Hs, #4), then

[f(M1)R — Rf(Mz)|| = [|PA(f(M1)R — Rf(M2)) P2l
= le(f(Nl)R - Rf(N2))P2H
= || f(N1)PiRP, — PLRPyf(N2)|| < ||N1PiRP, — PLRP, N,||
= ||M1R — RMs|. O

Proof of Theorem 3.3.7. By Theorem 3.2.1, it suffices to consider the case of
bounded operators N1 and Ns. In the case when the spectra of N; and Ny are finite,
Theorem 3.3.7 follows immediately from Lemma 3.3.8 and Theorem 3.1.11. As
follows from Lemma 3.1.12, it remains to prove that for any finite subsets A; and A,
of o(N7) and o(N3) there are normal operators M; € B(.#;) and My € B(#3) such
that o(M7) = Ay, o(Mz2) = Ay, and ||f(M1)R — Rf(M2)| < ||MiR — RMs| for
all R in B(J#, #1). With each normal operator N we associate the function ay
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such that ay(¢) is the spectral multiplicity of N at an isolated point ¢ of its
spectrum o (NV), and an(¢) = oo at each non-isolated point ¢ of its spectrum.

We can take the operators M; and Ms to be normal operators acting in the
Hilbert spaces J#; and %5 and having the following properties:

1) o(My) = Ay and o(Ms) = As;

2) the functions ayy, and ayy, are the restrictions of an, and ay,.

Let Al® and A{® be the closed e-neighbourhoods of A; and A,. Let N.®
be the restriction of N; to the subspace En;, (Ags) No(Ny1)) and let NQ(E) be the
restriction of Ny to the subspace Ely, (Aég) N o(N2)), where Ey, and Ey, are
the spectral measures of N1 and Ns. It is easy to see that there exist operators Ml(s)
in B(#1) and MQ(S) in B(J#2) such that Ml(e) is unitarily equivalent to NI(E)7 M2(€)
is unitarily equivalent to NQ(E), || My — M1(6)|| <eg, and ||My — MQ(E)H < e. Then for
every R € B(J,, ),

I (M) R — RE(My)|| < ||RI| - | f(My) = FOME)| + R - [|f(Mz) — fF(MST)]|
+ 1A (MR - RE(M)]
<RI £ M) — FOLD)| + R - 11 (Mz) — £(M5))|
+ MR - RM |

IR - (M) = FOLEN | + | RI| - (1 (M) — f(M)]
+ 2¢||R|| 4 || MR — RM,||.

It remains to pass to the limit as ¢ — 0. O
The following theorem is contained in [32].

Theorem 3.3.9. Let M and N be operators acting in a Hilbert space €, with N
normal. Then the following conditions are equivalent:
(a) M = f(N) for some f in CL(c(N));
(b) there exists a constant ¢ such that |MR — RM|| < ¢|NR — RN|| for every
bounded operator R;
(c) there exists a constant ¢ such that |MR — RM||s, < ¢|NR — RN||g, for
every bounded operator R;
(d) for each bounded operator T there exists a bounded operator S such that
SN —-NS=TM — MT;
(e) for each compact operator T there exists a bounded operator S such that
SN —-NS=TM — MT;
(f) for each T in S1(H€) there exists an operator S in S1(H) such that SN —
NS=TM - MT.

3.4. Schur multipliers and operator Lipschitzness

If a closed set § is a Fuglede set, then OL(§) = CL(F) by Theorem 3.1.8. There-
fore, in this case Theorem 3.3.2 gives a complete description of the space OL(F) in
terms of Schur multipliers.

In particular, for subsets § of a line or a circle we have a complete description
of OL(F) in terms of Schur multipliers. Moreover, in the last case the seminorm
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of an operator Lipschitz function can be expressed in terms of the norm of the
corresponding Schur multiplier.

In the case when § is not a Fuglede set we are not aware of a complete description
of operator Lipschitz functions on § in terms of Schur multipliers.

In this case we can offer the following sufficient condition for operator Lipschitz-
ness.

Theorem 3.4.1. Let f be a continuous function on a closed subset § of C. Suppose
that there are Schur multipliers ®1, P € M(F x §) such that

f(z) = f(w) = (z—w)Pi(z,w) + (Z — W)Pa(z, w).

Then f € OL(F) and || flloL) < [1P1lloxz) + [ P2llm@zxs)-

This theorem can be proved with the help of approximation by operators with
finite spectra as was done in the proof of Theorem 3.3.1. We omit this proof and
instead give a proof based on double operator integrals (see Theorem 3.5.5 and the
remark after it).

Remark. Sometimes it is more convenient to use Theorem 3.4.1 in terms of the real
variables z = x1 + iy; and w = 9 4 iy,. Suppose that there are Schur multipliers
Fi, F5 € M(F x §) such that

f(z) = f(w) = (21 = 22) Fi(2,w) + (41 — y2) Fa(z, w).

Then f € OL(F) and

1 . 1 .
Il flloLi) < 5\\F1 +1F2||m(3x5)+§||F1 —iFlon(gxs) < IF1 @) + 1 Fellmexs)-

Theorem 3.4.2. Let f € OL(F), where § is a closed set in C. Then for any line
the restriction f‘l NS is differentiable at each non-isolated point of INT, and at co
if the set [N T is unbounded.

Proof. Clearly, f|INg € OL(INg). It remains to observe that CL(INF) = OL(INgF)
by Theorem 3.1.10, and to apply Theorem 3.3.6 to the function f|l ng. o

Corollary 3.4.3. Let f € OL(F), where § is a closed subset of the complex plane.
Then f is differentiable in an arbitrary direction at each interior point of §.

Remark. A function f in OL(F) does not have to be differentiable as a function of
two real variables. For example, it is easy to verify that the function f defined in
polar coordinates by f(r,0) = re*? belongs to OL(C), but it is not differentiable at
the origin as a function of the two real variables x and y. This was observed in [13]
(see also [2]).

3.5. The role of double operator integrals

In this section we demonstrate the role of double operator integrals in estimates of
operator differences and (quasi-)commutators. We start with estimates of operator
differences under a perturbation of a self-adjoint operator by a Hilbert—Schmidt
operator, and we discuss the Birman—Solomyak formula.
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Next, we return to the results of the two previous sections where we obtained
conditions for commutator Lipschitzness and operator Lipschitzness in terms of
the membership of certain functions in the space of discrete Schur multipliers. In
this section we give another proof of the sufficiency of these conditions with the
help of double operator integrals. We obtain useful formulae that express operator
differences and commutators in terms of double operator integrals.

Finally, we obtain formulae for operator derivatives in terms of double operator
integrals.

The following theorem was obtained by Birman and Solomyak in [21].

Theorem 3.5.1. Let f be a Lipschitz function on R, and let A and B be self-adjoint
operators acting in a Hilbert space and with difference A— B in the Hilbert—Schmidt
class So. Then

1) = 1(8) = | [ @of)w.9) dBa(e)(A - B dEs (o). (35.1)
Note that the last formula directly implies the inequality
[£(A) = f(B)lls. < IflLiplA = Blls,-

In other words, Lipschitz functions are Ss-Lipschitz. It turns out that Lipschitz
functions are also S,-Lipschitz for p € (1,00). This was recently proved in [67].
We recall that for p = 1 the corresponding statement is false. This was first proved
in [26]. Moreover, the class of S-Lipschitz functions coincides with the class of
operator Lipschitz functions (see Theorem 3.6.5).

We now proceed to commutator Lipschitzness.

Theorem 3.5.2. Let §1 and §o be closed subsets of C. Suppose that f is a con-
tinuous function on F1 U Fo such that the function Do f defined by (3.3.1) belongs
to the class M(F1 x Fa2) of Schur multipliers. If N1 and Ny are normal operators
such that o(N;) C §; for j =1,2 and R is a bounded linear operator, then

F(NV)R — RF(Ny) = /{g /S (Do)(C1, C2) L () (N1 R — RN3) dEs(C), (3.5.2)

where E; is the spectral measure of Nj.
Remark. It follows immediately from (3.5.2) that
[f(N1)R = Rf(N2)| < [[Dofllom(e,,5) IN1 R — RN, |
< Dofllom(s1 x52): [N1R — RNa |
and in particular, f is a commutator Lipschitz function.
In the special case when R is the identity operator we obtain the following result.

Theorem 3.5.3. Let § be a closed subset of C and let f be a continuous function
on § such that Dof € M(F x §). If N1 and Ny are normal operators with spectra
in g, then

f(N1) = f(N2) = /g A(gof)(C1,C2)dE1(C1)(N1 — Ny) dE5((a). (3.5.3)
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Proof of Theorem 3.5.2. Suppose first that N; and N, are bounded. Then

/ / (Dof)(Cry C2) dEL(C)(NLR — RN) dEs(Ca)
= [ ] @on)(cr.G)aB: ()N RAE(G)

- /S /;«,- (D0£)(Cr. o) dEr (1) RN, dEs(Ca).

It follows from the definition of double operator integrals that

[ [ ®upic.)dec)MRaE()
Z/ . C1(Dof)(C1,¢2) dEL(G1)RAEL (C2),
//(Qof)(ﬁ,Cz)dEl(C1)RN2dE2(C2)

-/ [ @06 dB ()RR
Since (¢1 — ¢2)(Dof)(C1,¢2) = f(C1) — f(¢2) for (1 € F1 and (2 € Fa, we get that
/ / (Do f)(C15¢2) dEr (C1)(N1 R — RN2) dE5(C2)

- / F(C1) dEy (G RAE(G2) — / F(G) dEL (G RAEs (G).
F1 /T2 1 /82

Again, it is easy to see from the definition of double operator integrals that

/ f(Cl)dEl(Cl)RdEQ(Cz)( f(Cl)dE1(<1)>Rf(N1)R,
$1 Y32 F1

A [ 5(@) B (GORABNG) = R [ f(G) B Q) = RF(N:),

which implies (3.5.2).

We now suppose that Ny and Ny are not necessarily bounded normal opera-
tors. The special case of Theorem 3.5.2 proved above and Theorem 3.2.1 imply
the commutator Lipschitz estimate, and hence the operator f(N1)R — Rf(N3) is
bounded.

Let

Y E({CeC:[¢|<k}) and QY E({CeC:|¢|<k}), k>0

Then Ny 4 def PNy and N, def QN2 are bounded normal operators. Let Ej ;, be
the spectral measure of N;j, j =1,2. We have

Py (/1 /2(©Of>(C17C2)dE1(<1)(N1R_ RNz)dE2(C2))Qk

— P, ( /E | /S (D00)(€1, GV AEL(G) (PL (V)R — BF(N)Q) dEZ,k(@)) Q.
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Applying (3.5.2) to the bounded normal operators Ny, and N j, we obtain

Py (f(N1,x)R — Rf(Nai)) Qr
_p, ( / / (Dof)(C1, Ca) dB11(C) (PuNLR — RNoQy) dEg,k(@))Qk.

Since Py (f(N1,kx)R — Rf(Nak))Qr = Pi(f(N1)R — Rf(N2))Qr,

Pe(f(N1)R — Rf(N2))Qx

_p ( || @ e am g - ) d@(@))@k.

It remains to pass to the limit in the strong operator topology. [

It is easy to verify that in all the formulae in this section one can replace the
function Do f((1,¢2) under the sign of a double operator integral by an arbitrary
bounded measurable function F({;,(2) that coincides with D f((1,¢2) for all (3

and 42 with Cl 75 CQ.
In particular, in the case when §1 = §2 and the set §; is perfect, Theorem 3.3.6
lets us replace D f in (3.5.2) by the divided difference D f.

Theorem 3.5.4. Let § be a closed perfect subset of C and let f € CL(F). If Ny
and No are normal operators such that o(N;) C § for j = 1,2 and R is a bounded
linear operator, then the following formula holds:

f(N))R — Rf(N2) = /{f /g (D)1, ) B () (N R — BRN2) dBs (), (3.5.4)

where E; is the spectral measure of Nj;.
Let us now interpret the results of § 3.4 in terms of double operator integrals.

Theorem 3.5.5. Let f be a continuous function on a closed subset § of C and
suppose that there exist Schur multipliers ®q, o € M(F X §) such that

F(61) = f(&2) = (G — ) P1(Cr, o) + (€4 — Co)P2(C1s Ca), (1,62 € 3.

Let N1 and No be normal operators whose spectra are contained in §. Then
£V = £V = [ [ @11, G B ()N~ No) dEa(Ga)
§ JE
+/ /<I>z(<1,cz)(<17<2)dEl(cl)(Nl*—N;)dEQ(@). (3.5.5)
§JT

Remark. It follows easily from (3.5.5) that ||f(N1) — f(N2)|| < ([|®1llonzxs) +
||‘I>2H9n(;§><3)) IN1 — Na||, and in particular, f is an operator Lipschitz function.
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Proof of Theorem 3.5.5. As in the proof of Theorem 3.5.2, we assume first that Ny
and Ny are bounded. Then

/3/5‘1)1(41,C2)dE1(C1)(N1Nz)dE2(Cz)
- / / D1(Cr, C2) B (C1) Ny dBa(Ga) — / / D1(Cr, C2) AL (C1) N2 dBs(G2)
//Cl‘h C1,C2) dE(C1) dEa(C2) //CQ(I’I C1,C2) dE1(C1) dE>(C2)

:/ /(Cl = (2)®1(C1, C2) dE1(Cr) dE2(Ca).
T I

Similarly,
/S / (1, G2)(Crr o) dB (C) (N} — N5) dE(Go)
/ / T ®a(Cr, o) A (1) dE(Go).

Therefore, the right-hand side of (3.5.5) is equal to
/ / (C1) = f(¢2)) dE1(C1) dE2(C2)

— / A dE(G) - / F(C2) dEa(Ca) = F(NY) — F(Ny).
s K3

The passage from bounded to unbounded operators can be done just as in the proof
of Theorem 3.5.2. [J

‘We now consider applications of double operator integrals in problems of operator
differentiability.

Theorem 3.5.6. Let f be an operator Lipschitz function on R, and let A and K
be self-adjoint operators with K bounded. Then

fim £ ((A+5) = £) = [ [ 7)) dBa@K dBA).

t—0
where the limit is taken in the strong operator topology.

We need several auxiliary results. Let R < ' RU {0} denote the one-point
compactification of the real line R. We recall that any function f € OL(R) is
everywhere differentiable on R (see Theorem 3.3.3).

Lemma 3.5.7. If f € OL(R), then there are two sequences {¢ptn>0 and {1y }n>0
of continuous functions on R such that: R
(a) Xnsolenl® < lIflorm) everywhere on R;

() Ys0 [¥nl* < | flloLw) everywhere on R;
(€) D)2, y) =50 Pn(@)nly) for all z,y € R.
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Proof. By Theorem 3.3.6, ©f € M(R x R) and ||D fllopmrxr) = [|flloLw). We

extend the function ©f to the set RxR by putting (Df)(z,y) = f'(c0) =
lim; o 1 f(¢) in the case when |z| + |y| = co. Clearly, this extended function D f
on R x R is continuous in each variable. Hence

1D lgn @iy = SUPLID Fllan(a, xa) : A1, A2 C R, Ay and Ay are finite}
sup{[|D flon(a, xa5): A1, A2 C R, Ay and Ay are finite}
= D fllan@xw)-

It remains to apply Theorem 2.2.4 to the function ® f: RxR—cC.O

Lemma 3.5.8. Let A and K be self-adjoint operators, with K bounded. Then for

every function f in C(@) the function H (t) def f(A+tK) acts continuously from R

to the space B(J) with the norm topology.

We remark that a considerably stronger result was obtained in [8].

Proof. We can assume that f(co) = 0. Then we can construct a sequence {fy, }rn>0

of functions of class C*° with compact support such that f,, — f uniformly. Each
function H,,(t) o fn(A+tK) is continuous, because f, € OL(R) for n > 0. It
remains to observe that H, — H uniformly. [J

Lemma 3.5.9. Let{X, }n>0 be a sequence inB(H) and{un }n>0 a sequence in .
Assume that 3 o0 Xn Xy < @I and 35 o [uall® < b for some non-negative
numbers a and b. Then the series Zn>0 Xpuy, converges weakly, and

Z X,

n=0

Proof. Let v € 5 and ||v|| = 1. Then

1/2 1/2
5 G )l = 3w Xzl < (X Junl?) (S 100l < a
n=0

n>0 n>0 n>0

<a

which implies the result. [

Proof of Theorem 3.5.6. By the formulae (3.5.4) and (2.3.5), Theorem 3.5.6 can be
reformulated as follows:

hmZ@nA-i-tKKi/Jn Zsﬁn VK tpn(A)

n=>0 n>=0

in the strong operator topology, where ¢,, and ¥, are functions from the conclusion
of Lemma 3.5.7. In other words, we have to prove that for any v € S

th_I% ;)(‘Pn(A + 1K) — on(A)) K¢ (A)u =0,

where the series is understood in the weak topology of 2, while the limit is taken
in the norm of 5. Assume that |jul| = 1 and || f[loLm) = 1. Then 33, o |pal*> <1
and Y-, - [¥n|* <1 everywhere on R.
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Let u, def K, (A)u. We have

D Munll® UK D lon (Ayal® = KNP D ([al*(A)u,u) < K P < +oe.

n=0 n=0 n=0

Let & > 0 and choose a natural number N such that Y _  |lun|* < . Then it
follows from Lemma 3.5.9 that

< 2¢

Z (‘Pn(A + tK) - (Pn(A))un

n>N

for all t € R. By Lemma 3.5.8,

N
Z(‘pn(A + tK) - @n(A))un

n=0

N
<IKNY . lpa(A+tK) —pu(A)]| < e

n=0

for all ¢ sufficiently close to zero. Thus, ||Zn>o(<Pn(A +tK) — on(A))un|| < 3¢ for
all ¢ sufficiently close to zero. O

By analogy with Theorem 3.5.6 we can prove the following theorem.

Theorem 3.5.10. Let A and K be bounded self-adjoint operators. Then

lim 24+ ) = () = [ [ @5 dBa@)K dEA)

for all f in OLjoe(R), where the limit is taken in the strong operator topology.
Theorem 3.5.6 implies the following result.

Theorem 3.5.11. Let f be an operator differentiable function on R, and let A
and K be self-adjoint operators with K bounded. Then the derivative of the func-
tion t — f(A+tK)— f(A) in the operator norm is

%(f(AHK)—f(A))L:O: /R /R WdEA(x)KdEA(y). (3.5.6)

In particular, the last formula holds for any function f of Besov class Bl ;(R)
(see Theorem 1.6.4).
Similar results hold for functions on the unit circle.

3.6. Trace class Lipschitzness and trace class commutator Lipschitzness

The purpose of this section is to prove that the classes CL(§) and CLg, ()
coincide for an arbitrary closed set § in the plane. In particular, if § C R, then
OL(F) = OLg, (§) (see §3.1, where the classes CLg, (§) and OLg, (§) are defined).

Note that the definition of the class CLg, (¥) can be extended naturally to the
definition of the class CLg, (§1,§2), where §1 and §2 are non-empty closed subsets
of C.



Operator Lipschitz functions 667

Lemma 3.6.1. Let f be a continuous function on a union §1US2 of closed subsets
51 and §o of C. Then

Ifllers, @152 = D0 llone s, 31x32) 2 5 ||©oszm(slx32)~

Proof. The second inequality follows from Corollary 2.1.5. Let us prove the first.
It suffices to consider the case of finite sets §; and §2. Let N7 and N3 be normal
operators with simple spectra such that o(N1) = §1 and o(N3) = §2. Then there
exist orthonormal bases {ux}reo(n,) and {vu}uco(n,) in A and % such that
Niuy = Auy, for A € o(Ny) and Nov, = pv, for p € o(Nz). With each operator
X My — 4 we associate the matrix {(X v, ur) o peo(N)xo(nNs)- We have

((N1R — RN2)vy, un) = (R, Niuy) — (RN, un) = (A — p) (Rup, uy).

Similarly, ((f(N1)R — Rf(N2))vu, un) = (f(A) — f(1))(Ruu,uy). It is easy to see
that {(f(A) = f (1)) (Rvp,ua)} = {(Dof)(A, 1)} +{(A = p) (Rop, ux)}. We note that

the matrix {ax,}xu)co(Ny)xo(v,) can be represented in the form
{aA#}(Ayﬂ)GU(Nl)XU(Nz) = {(/\ - :u‘)(R’Ulu uA)}(A,,u)Ga‘(Nl)XU(Nz)v

where R is an operator from J% to 77, if and only if ay, = 0 for A = pu. The

inequality [|fllcrL(z,.3.) = [D0fllong s, (51 x5») is now obvious. [J

Corollary 3.6.2. Let f be a real continuous function on a closed subset § of R.
Then

[ flloLs, 3 = [Ifllcrs, @ = D0 fllon, s, 3x5) = *||@of\\m(gxs) (3.6.1)

If f is not necessarily real, then

[ flloLs, &) ”fHCle (3) 2 *||’Dof|\smo 5, (3x3) = \\5‘30f||m(3x3)- (3.6.2)

Proof. The equality in (3.6.1) follows from Corollary 3.1.7. All the inequalities
in (3.6.1) have already been proved above. Obviously, (3.6.2) follows from (3.6.1).
O

We now proceed to the main results of this section.

Theorem 3.6.3. Let § be a closed set in C. Then CL(F) = CLg, (§) and

*||f||CLs1(S) [ fllcL) < 2l fllcrs, ) [ € CL(J).

Proof. Let f € CL(F), and let N; and Ny be normal operators with spectra in §
such that NyR — RN, € S, where R is a bounded operator. Then in view of the
remark after Theorem 3.5.2,

[f(N1)R— Rf(No)lls, < Dofllon(e,,m)[IN1 R — RN2||s,
D0 fllonzxz) N1 R — RNa|ls,

<
<
<2/ fllen) IN1 R — RN ||s,
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by Theorem 3.3.2. This implies the inequality ||f||Cle(g) < 2| fllenez)- On the
other hand, we get from Lemma 3.6.1 and Theorem 3.3.2 that

[fller@) < 1Dofllmexs) < 2l fllers, 3)- 0

If § is a perfect set, then we can improve the result.

Theorem 3.6.4. Let § be a closed perfect set in C. Then | fllcrs, ) = IIfllcres)
for all f in CL(F) = CLg, (F).

Proof. By (3.5.4), for f € CL(F)
[f(N1)R — Rf(N2)|ls, < [IDfllon(e, m) N1 R — RN2||s,
< 1Dl xs) IN1 R — RN2||s,

= |fllcu@) ViR — RN2| s, -

The last equality is guaranteed by Theorem 3.3.6. Thus, we have proved that
||f||Cle @) < |Ifllcreg). Using Lemmas 3.6.1 and 2.1.6 along with Theorem 3.3.6,
we obtain

[fllcrs, @) 2 1P0fllamo s, 3x3) = 1D fllmzxs) = Il fllcr)- O

It is time to proceed to the central result in this section.

Theorem 3.6.5. Let f be a continuous function on R. Then the following condi-
tions are equivalent:

(a) f is operator Lipschitz;

(b) f is trace class Lipschitz;

(¢) f(A)— f(B) € Sy if A and B are self-adjoint operators with A — B in Sy.

In (c) one must consider not only bounded operators A and B.

Proof. The equivalence of (a) and (b) is established in Corollary 3.6.2. The impli-
cation (b) = (c) is trivial. Let us show that (c) = (b). Suppose that f ¢ CLg, (R).
Then we can find sequences A,, and B,, of self-adjoint operators such that A, —B,, €
S, and |4, — Bn||§11\|f(An) — f(Bn)l|ls, — o0 as n — oco. Without loss of general-

ity we can assume that lim, . ||A;, — Byn|ls, = 0. Indeed, consider the increment

A, — A, + K,, where K, def B, — A,. And consider now the following incre-

ments: A, + (j/Mp) K, — Ap+((7+1)/M,) K, for 0 < j < M, — 1, where {M,}
is a sequence of natural numbers such that lim,, o || 4, — Bylls, /M, = 0. We then
choose a j that maximizes the number

j+1 j
b (e S ) = (e 5

)

S1

and we replace the pair (A, By,) by the pair (A, +(j/M,) K, An+((j+1)/M,)K,).
Then

Tim (|4~ BullgH17(A) = f(Ba)lls, = o0 and  lim A, — Balls, =0.
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It now suffices, if necessary, to choose a subsequence of the sequence (A,, B,) or
to repeat certain terms of this sequence in order to achieve the condition that

Z ”Bn - Aanl < oo, but Z ”f(Bn) - f(An)HSl = 0.

Let A be the orthogonal sum of the operators A,, and let B be the orthogonal sum
of the B,,. Then B— A€ S; but f(B)— f(A) ¢ S;. O

Remark. A similar result holds for functions on the unit circle and unitary opera-
tors.

3.7. Operator Lipschitz functions on the plane. Sufficient conditions

In this section we obtain a sufficient condition for operator Lipschitzness in terms
of the Besov class B})o’l(]RQ). It is similar to Theorem 1.6.1 for functions on the
real line. The results in this section were obtained in [14].

Recall (see (3.5.3)) that in the case of functions on the line, the operator Lips-
chitzness of f can be obtained from the formula

sy =g = [ [T g6 - 5 dsw),

Here A and B are self-adjoint operators. This is the way the operator Lipschitzness
of functions of the class Bl ;(R) was established in [56] and [58].

It would be natural to try the same approach also for functions on the plane.
However, (see Corollary 3.3.5) if the divided difference is a Schur multiplier for
arbitrary Borel spectral measures on C, then the function must be linear.

In [14] another method was used: for normal operators Ny and N, the difference
f(N7) — f(N2) is represented as a sum of double operator integrals, the integrands
being the divided differences with respect to each variable.

We introduce the following notation. Let N1 and N, be normal operators acting

in a Hilbert space. Put A, Ll Re N; and B; N Nj for j = 1,2, and let E; be

the spectral measure of IV;. In other words, N; = A; +1iB; for j = 1,2, where A;
and B; are commuting self-adjoint operators.

If f is a function on R? with partial derivatives with respect to each variable,
then we consider the divided differences with respect to each variable:

) det f(@1,y2) — f(z2,92)
- 1 — T2

(’D:cf)(zl,zg y 21,22 - (C,

) def f(331»y1) - f(ml,y2)

(gyfleﬂ 22 Y1 — Us

) 21,22 e(c7

where z; e Rez; and y, o Imz; for j = 1,2. On the sets {(z1,22): 1 = 22}
and {(z1,22): y1 = y2} the divided differences are understood as the corresponding
partial derivatives of f.

The following result gives us a key estimate.
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Theorem 3.7.1. Let f be a bounded continuous function on R? whose Fourier
transform Z f has compact support. Then D, f and D, f are Schur multipliers of
class M(C x C). Moreover, if supp Ff C{C € C: || <o}, 0 >0, then

Dafllomexcy < constol|flle and ||Dyfllomexc) < constol|fllre. (3.7.1)

It follows from the definition of the Besov class B, ; (R?) and from Theorem 3.7.1
that for every f € Bl ;(R?) the divided differences ©, f and ®, f are Schur mul-
tipliers and

192 fllam(excy < const || fllp , and Dy fllaexe) < const|[fllpy - (3.7.2)

The inequalities (3.7.2) together with Theorem 3.5.5 imply the following central
result in this section, obtained in [14].

Theorem 3.7.2. Let f be a function in BL, ,(R?). Suppose that Ny and Ny are
normal operators such that N1 — Ny is bounded. Then

FV) = 1) = [[ @)1, AEs (1) By = B dBa(e)
+/ (Do f)(21,22) dE1(21) (A1 — A2) dEa(22)
CQ

and || f(N1) — f(N2)|| < const ||f||31 IN1—=Na||, that is, f is an operator Lipschitz
function on C.

To prove Theorem 3.7.1 we use a formula for a representation of the divided
difference as an element of the Haagerup tensor product. Recall that &, denotes
the set of entire functions (of one complex variable) of exponential type at most o.

Lemma 3.7.3. Let ¢ € &, N L°(R). Then

(@) —oly) _ S p(x) = p(rno") sin(oy — mn) (3.7.3)
x—y = ox —mn oy —mn o
Moreover,
lo(x) — p(mno=1)|?
> y S3lelinm,  wER, (3.7.4)
neZ
sin?(oy — mn)
2 Ty -2 L yek (3.7.5)
neL Yy

We refer the reader to [14], where §5 contains a proof of Lemma 3.7.3 based
on the Kotel’'nikov—Shannon formula, which in turn is based on the fact that the
family of functions

{(z —7n)"tsin(z — ) }nez

forms an orthonormal basis in & N L?(R) (see [42], § 3, Lecture 20).
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Proof of Theorem 3.7.1. Obviously, f is the restriction to R? of an entire function
of two complex variables. Moreover, f(-,a), f(a, -) € & N L*(R) for all a € R.
Without loss of generality we can assume that ¢ = 1. By Lemma 3.7.3

f(xhyz) - f($27y2)

(me)(zla 22) =

Tr1 — T2
_ n J(mn,y2) — f(x2,y2) sin(xy — 7n)
_nze;_l) ™ — T2 L —7mn
(9,6, 22) = L) =)
_ o f@s ) = f(z1, ) sin(y, — mn)
_HXE;( 1) e il

f(x1,y1) — f(z1,7n)

sin(xy — 7n)

Note that the expressions and depend on
T — TN Y1 — TN
™, y2) — f(xo,
z1 = (x1,y1) but not on zo = (x2,y2), while the expressions f(mn.yo) — f (@2, )
™ — X2

sin(ys — 7n)

and depend on zy = (x2,y2) but not on z; = (21,y1). Moreover, by
Yo — TN
Lemma 3.7.3
|f(x17y1) B f(xlaﬂ-n)IQ
S R < e <31
neZ
|f(mn,y2) — f(22,y2)|?
Y T <A e <31
nez

and

Z sin?(z; — 7n) _ Z sin?(yy — mn) _1
e (x1 —7mn)? (y2 —7™n)?

which proves (3.7.1). O

neZ

The inequalities (3.7.1) play the role of operator Bernstein inequalities (see § 1.4).
One can prove the following assertions just as in the case of functions of self-adjoint
operators.

Theorem 3.7.4. Let 0 < a < 1 and let f be a function of Hélder class A, (R?).
Then

IF(N1) = F(N2)|| < e(1 = ) | fllanlINy = No |
for some constant ¢ > 0 and for any normal operators N1 and Ny with bounded
difference N1 — N.

One can generalize Theorem 3.7.4 to the case of arbitrary moduli of continuity
and thereby obtain an analogue of Theorem 1.7.3.

Theorem 3.7.5. Let 0 < o < 1 and p > 1, and let f be a function of Holder
class Ao (R?). Then there exists a positive number ¢ such that

[F(N1) = f(N2)lls,,. <cllfllanllNe—Nallg,
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for any normal operators N1 and Ny with difference in the Schatten-von Neumann
class S,,.

We refer the reader to [14], where there are proofs of these results as well as
other related results.

3.8. A sufficient condition for commutator
Lipschitzness in terms of Cauchy integrals

In this section we give a sufficient condition obtained in [3] for commutator
Lipschitzness.

Let § be a non-empty closed subset of C such that § # C. We denote by .Z (C\F)
the space of complex Radon measures 1 on C\ § such that

def d|p|(€)
ez = sup/ < +oo0. (3.8.1)
8 = s Jog lc—2

For p € .#(C\ §) the Cauchy integral

. dp(¢
jiz) = / )
g ¢— 2
is not defined in general even for z € §, because the function ¢ + ({—2)~! does not

have to be integrable with respect to the measure |u|. With each fixed point zg € F
we associate the modified Cauchy integral

A def 1 1
iy (2) /m<<—z - <_z0>d“(0'

It follows from the Cauchy—Schwarz inequality that fi.,(z) is well defined for z € §
and [y (2)] < 1l accrgy|# — 70l Moreover, fizy(21) = —fs, (20) and

2o (21) = Bz (22)| = 2y (21) = Pz (22)] = |12 (22)] < el cevgy |21 — 2l

for all 21,29 € §.

Note that z — ({ —2)~! is a continuous map from § to the Hilbert space L?(|u/)
endowed with the weak topology. This lets us easily verify that the function fi,,(2)
is differentiable as a function of the complex variable at every non-isolated point
of §. In particular, fi,,(z) is analytic in the interior of §.

We denote by ////\(S) the set of functions f on § that can be represented in the
form f = ¢+ [i,,, where ¢ is a constant. Let

ef . o~
Il 75y = nf{lillaccs): v € A(C\F), f—fizy = const on F}.

o~

It is easy to see that the definition of the space .Z(F) and the seminorm ||fH//7(3)
do not depend on the choice of zy € §.

o~

Theorem 3.8.1. Let § be a proper closed subset of C. Then #(F) C CL(F),
and | fllovis) < 11z, for all f in AF).
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Proof. Let € #(C\§) and f = Ji.,, and consider the divided difference

f(i:i(w) z—lw/C\s(CiZC—lw)dﬂ(Q/C\s(C—cg;g?—w.

The inequality (3.8.1) means that this divided difference satisfies the condition (d)
of Theorem 2.3.1. Thus, it is a Schur multiplier for arbitrary Borel spectral mea-

sures on §, and its multiplier norm is at most |||z (c\z). It remains to refer to
Theorem 3.3.2. O

Let Mo (F) denote the space of functions of the form f + az, where f € /Z[(S’)
and a € C. It is easy to see that the linear function az belongs to //7(5) if §is
compact. Therefore, ////;,(S) = ////\(S) for compact §. In the case of an unbounded
set § it is easy to verify that f/(co0) =0 for all f € ////\(S) Thus, j/;(&) #* ////\(S)
for non-compact sets §. It follows from Theorem 3.8.1 that ///{;0(3) C CL(J).

The authors do not know whether the equality .#Zo(§) = CL(F) holds, even for
such simple sets § as the circle or the line.

3.9. Commutator Lipschitz functions on the disk and the half-plane

We consider here the spaces of commutator Lipschitz functions on the unit disk D

and on the upper half-plane C, def {¢C € C: Re( > 0}. In particular, we present
the results by Kissin and Shulman [39] and their analogues for the upper half-plane.

Let Ca denote the disk algebra, that is, the space of functions f analytic in the
open disk D and continuous in its closure. It was proved in [39] that CL(D) =
{f €Ca: f € OL(T)}. The next theorem shows that this equality is isometric.

Theorem 3.9.1. Let f € CL(D). Then f € Ca and | fllcuw)y = Ifllcur) =
Ilfllovery- If f € Ca, then f € CL(D) if and only if f € OL(T).

Proof. The equality || f|lcr(r) = || fllorcr) follows from Theorem 3.1.10. The inequ-
ality || fllcLery < [ fllcrp) is obvious. It remains to prove that || f[lcLm) < [Ifllcrm)-
We can assume that || f|lcrry = 1. Then || f[lon(rxT) = 1 by Theorem 3.3.6. Let
us apply Theorem 2.2.3. We obtain two families {u¢}cer and {v,}-er in a Hilbert
space # that depend on parameters continuously in the weak topology and are
such that ||uc]| <1, |lvr]| <1, and (Df)(¢,7) = (uc,vr) for all ¢,7 € T. Consider
the harmonic extensions of the functions ¢ — u¢ and 7 — v, to the unit disk by
putting

def 1-— |Z|2

lef def 1-— |U)|2
: T2 = (|2

ucdm(¢) and v, =

o= T|2UT dm(7)

for z,w € D. The integrals are understood as integrals of #-valued functions
continuous in the weak topology. Applying the Poisson integral with respect to
the variable ¢ to both sides of the equality (Df)(¢,7) = (u¢,v-), we get that
®Df)(z,7) = (uz,v,) for all z € closD and 7 € T. Applying the Poisson integral
now to the last equality, we now find that (D f)(z,w) = (u,,v,) for all z € closD
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and w € closDD. It is clear that

Hf”CL(]D)) = ||©f”fm(clos]D)><clos]D)) < sup ||UZ|| sup ||Uw||
z€closD weclosD

— sup [lucl| sup jor | = 1. O
CeT TeT

We give an analogue of Theorem 2.2.4 for functions on the unit disk.

Theorem 3.9.2. Let f € CL(D). Then there are sequences {¢pp tn>1 and {1y }n>1
in the disk algebra Ca such that

(500 S lon2?) (sup S [n(w ) = 11y
z n=1

n=1

(©)(0) z% Yoo

where all the series converge uniformly with respect to z and w in a compact subset
of the unit disk.

Proof. We can assume that || f|cLm) = 1. To prove the first equality, it suffices
to prove the inequality <, because the inequality > follows from Theorems 3.3.6
and 2.2.1. Let #, u, and v,, denote the same as in the proof of Theorem 3.9.1. Con-
sider an orthonormal basis {e, }52; in 7, and put ¢, () e (uy, en) and P, (w) e
(én,vyw) for n > 1. Let us prove that ¢, € Ca and 9, € Co. Denote by X the set
of vectors e € 4 such that (u,,e) € C5. Clearly, X is a closed subspace of JZ.
We note that v, € X for all 7 € T, because (Df)(-,7) € Ca for all 7 € T. Thus,
X = S, since the linear span of {v;},rer is dense in ##. Therefore, (uy,e) € Ca
for all e € 5. Similarly, one can prove that (e, v,,) € Ca for all e € 5. It remains
to prove uniform convergence on compacta. Note that

Zs@n bl \ (Zm )1/2(§|wn<w>2)1/2.

Thus, it suffices to establish uniform convergence on compact subsets of D for the
series 07 | |on(2)|? and Yo7, [¢n(2)]?. This is a consequence of the following
elementary lemma. []

Lemma 3.9.3. Let {h;}?2, be a sequence of analytic functions on D. Suppose that
the function Y7~ |hi(2)| is bounded in D. Then the series > poy |hi(2)| converges
uniformly on compact subsets of the open unit disk.

We denote by (OL)4 (T) the space of functions f in OL(T) that admit an analytic
extension to the unit disk D that is continuous up to the boundary. It follows from
Theorem 3.3.3 that every function f € CL(D) is analytic in D. Thus, Theorem 3.9.1
implies the following result from [39].

Theorem 3.9.4. The restriction operator f +— f|’]I‘ is a linear isometry of CL(D)
onto (OL),(T).

Similar results also hold for the space CL(C,.).
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Theorem 3.9.5. Let f be a continuous function on the closed upper half-plane
closC . Suppose that f is analytic in the open half-plane C, . Then | f|cLc,) =
Il fllcuey = Il fllon) - In particular, f € CL(Cy) if and only if f € OL(R).

Denote by Ca(C ) the set of functions analytic in C, and continuous in clos C;
and having a finite limit at infinity.

Theorem 3.9.6. If f € CL(C,.), then there are sequences {pn}o2, and {n}02,
in Ca(Cy) such that

(50 S 1@ (s 3 foatw )|f||ém+>,

Ct =1 +n1

(D1)(z,w) Zson Y (w

n=1

Furthermore, these series converge uniformly with respect to z and w in a compact
subset of the open upper half-plane.

We skip here the proofs of Theorems 3.9.5 and 3.9.6. They are similar to the
proofs of the corresponding results for functions on the unit disk.
We also state the following analogue of Theorem 3.9.4 for the real line.

Theorem 3.9.7. The restriction operator f +— f|R is a linear isometry of CL(C}.)
onto (OL)4(R).

In [5] the following result was obtained, containing in essence both Theorem 3.9.1
and Theorem 3.9.5.

Theorem 3.9. 8 Let §o and § be non-empty perfect subsets of C such that §g C §

and the set Q % 8’ \ To is open. Suppose that a function fo € CL(Fo) admits
a continuous extension f to § such that f is analytic in Q and |f(2)z72%] — 0
as z — oo in each unbounded® connected component of Q. Then f € CL(F)

and || fllcuz) = llfollcLzo) -

The authors do not know an answer to the following question. Let f be a con-
tinuous function on the closed unit disk that is harmonic inside the disk. Suppose
that f € OL(T). Does it follow that f € OL(D)? The analogous question can be
posed for the half-plane as well as for other domains.

Recall that if T' is a contraction on a Hilbert space 7, then by the Szdkefalvi-
Nagy theorem (see [72], Chap. I, §5) T has a unitary dilation, that is, a unitary
operator U on a Hilbert space £ with s C ¢ such that T" = P%U”L%ﬂ for
n > 0. A dilation can always be chosen to be minimal. This lets us define a linear

and multiplicative functional calculus: ¢ — o(T) o Pwo(U)|A#, ¢ € Ca. The

semispectral measure Ep of the contraction T is defined by Er(A) def PwEy(A)]h,

where Ey is the spectral measure of U and A is a Borel subset of T. It is easy to
see that

o(T) = / SO dEWQ), e Ca.

3The last condition holds automatically if € is bounded.
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Theorem 3.9.9. Let f € CL(D), let T1 and Ty be contractions on a Hilbert
space F, and let R € B(). Then

fHUR—RﬂB%jAA&HMCﬂ%NMﬂR—RBM&W% (3.9.1)

where & and & are the semispectral measures of T1 and Ts, and the following
inequality holds:

IF (TR = Rf(T2)|l < [ fllev) IT1 R — RT3 (3.9.2)

Proof. Let {¢n}n>1 and {4, }n>1 be sequences of functions in the disk algebra that
satisfy the conclusion of Theorem 3.9.2. By (2.3.7) we have

| [ @@ TR~ BT deatr) = 3 (T (TR - RT)(Ty)

n>1

= Z Tion Tl)an T2 Z $n Tl an(TQ)

”//C (D), 7)dE (¢ ;dsz // (Df)(¢,7) dEL(C)RdE(7)
// ) dE1(Q)RdEx(7) = f(T1)R — Rf(T»),

which proves the formula (3.9.1), which in turn immediately implies the inequal-
ity (3.9.2). O

The inequality (3.9.2) was proved by Kissin and Shulman in [39] by a differ-
ent method. The proof given here is similar to the proof of Theorem 4.1 in [62]
(see also [57]). In the case when f € BL, ;(T) N Ca and R = I, Theorem 3.9.9 was
proved in [57].

A similar result can be proved also for dissipative operators (see [12] for pertur-
bations of functions of dissipative operators).

3.10. Operator Lipschitz functions
and linear-fractional transformations

Let Aut(C) denote the Mdbius group of linear-fractional transformations of the
extended complex plane C ey {o0}. In other words,

az+b

Aut(@) = {gp: o(z) = ard a,b,c,d € C, ad — bc # 0}.

The set of linear-fractional transformations of the complex plane is denoted
by Aut(C), that is,

Aut(C) = {p € Aut(C): p(o0) = 00} = {p: p(z) =az+b, a,be C, a#0}.

Let R denote the one-point compactification of R: R % R U {o0}. Put

Aut(R) & o € Aut(C): p(R) =R} and Awt(R) % {p € Aut(C): ¢(R) = R}.
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With each linear-fractional transformation ¢ and each function f on a closed set
§ C C, we associate the function Q, f defined on the set §, “fen e HFU{x})

by
(Quf)(2) def fg(;f((j))) if z€C, p(2) €F, and p(z) # oo,

0 if z € C and ¢(z) = oc.

It is easy to see that if p € Aut(C), then F, = ¢ 1(F), Quf = (¢'(0)) " (fop),
Q,(OL(3)) = OL(3,), Q+(CL()) = CL3,), |9, Flov(s, = I Flowcs) for all f
in OL(F), and [|Qy flloLz,) = [Ifllcres) for all f in CL(F). Therefore, we will be
mostly interested in the case when ¢ ¢ Aut(C). Note that if § = C, then §, = C
for all ¢ in Aut(C). And if § = R, then S, =R for all ¢ in Aut(]@).

Let a € §, where § is a closed subset of C, and let

def

OL(3) = {f € OL(3): f(a) =0} and CLy(§) = {f € CL(3): f(a) = 0}.
(3.10.1)
Obviously, OL, (%) and CL,(§) are Banach spaces.

Theorem 3.10.1. Let § be a closed subset of C, let a € F, and let ¢ be an auto-
morphism in Aut(C) such that a e @(00). Then Q,(OL4(F)) C OL(F,), and

19 fllon(s,) < 3llfllo) for all f in OL4(3).

Proof. Consider first the case ¢(z) = ¢(z) 4 =1, Then a = 0, and we have to

prove that Q4(OLo(§)) C OL(F,) and [[Qs fllov(s,) < 3l[flloLs)- Let f € OLo(3).
We can assume that || f||orz) = 1. Then everything reduces to the inequality

(Lo F)N)R — R(Qe /)(N)|| < 3max{||[NR — RN||, [N"R — RN"||}

for any bounded operators N and R such that N is normal and o(N) C Fy.
We define the function h by h(z) = zf(z7!) for 2 # 0 and h(0) = 0. It is
easy to see that sup |h| < || fllLipi) < [|flloL®) = 1 since f(0) = 0. Note that
(Qsf)(N) = =Nh(N). Thus, we have to prove that

INR(N)R — RNh(N)| < 3max{||[NR — RN|,||[N*R — RN*||}.
We use the elementary identity

Nh(N)R — RNh(N) = h(N)(NR — RN)
+ h(N)RN — NRh(N) + (NR — RN)h(N). (3.10.2)

Note that
Ih(N)Y(NR — RN)|| < |[NR— RN| < max{||NR— RN|,||[N*R— RN*||}.

We can estimate the norm of (NR — RN)h(N) similarly.
It remains to prove that

|A(N)RN = NRh(N)|| < max{||NR — RN|, |N*R — RN*|}.



678 A.B. Aleksandrov and V.V. Peller

If N is invertible, then

|h(N)RN — NRh(N)||

If(N"')NRN — NRNf(N~1)||

< max{||RN — NR||,|[(N*)"'NRN — NRN(N*)"!|}

= max{|[NR — RN||, [(N*)"'N(RN* — N*R)N(N*)~|}}
= max{|NR — RN|,||[N*R — RN*|}.

If 0 is a limit point of F4 (that is, the set § is unbounded), then the proof can
be concluded, for in this case each normal operator /N with spectrum in §4 can be
approximated arbitrarily well by a normal operator M such that MN = NM
and (M) C §, \ {0}. This follows from Lemma 3.1.12.

Now suppose that 0 is an isolated point of §4. Consider a non-invertible normal
operator N with spectrum §,. Then N can be represented as N = 0 ® Ny, where
Ny is an invertible normal operator. We note that Qu(N) = 0® N3 f(Ny '). Let P
be the orthogonal projection onto the subspace on which Ny is defined. It is easy
to see that

IL(N)RN — NRR(N)| = |P(H(N)RN — NRR(N))P]|
— |A(N)PRPN — NPRPH(N)| = [h(No)(PRP)No — No(PRP)h(No)|
< max{||No(PRP) — (PRP)No||, [Ng (PRP) — (PRP)Ng [}
< max{||NR — RN|,||N*R — RN*|}.
Let us proceed to the general case. Put b = ¢~ 1(00). Clearly, p(2) = a+cp(z—b),
where ¢ € C\ {0}. Thus, everything reduces to the case a = b = 0, that is, ¢ = c¢,

because translations preserve the operator Lipschitz norm. Finally, the case ¢ = c¢
reduces easily to the case ¢ = ¢ already treated. O

Example. Let ¢(z) = 27!, § =C, and f = z. Then f € OLy(C) and || f||or(c) =1
Moreover, (Q,f)(z) = —z ~'2? and

3= 1QufllLip(r) < 194 fllLipc) < [1Q¢fllonc) < 3l fllonc) = 3
This example shows that [|Q, fllonc) = [|Q4fllLip(c) = 3, and the constant 3 in
Theorem 3.10.1 is best possible.

Theorem 3.10.1 easily implies the following result.

Theorem 3.10.2. Let ¢ € Aut(C), a = (), and b = ¢~ (c0). Suppose that §
is a closed set in C that contains a. Then Q,(OL4(§)) = OLy(3,), and

1 .
§||f||OL(:§) <|1QpflloLi,) <3l fllon) for all fin OLa(F).

Proof. Note that (Q,(OL,(§)))(b) = 0. Thus, it follows from Theorem 3.10.1
that Q,(OL4(F)) C OLy(S,) and [[QuflloLi,) < 3llfloL)- To prove that
Q,(OL4(3)) D OLy(S,) and obtain the desired lower estimate for ||Q, flloL(z, )
it suffices to apply Theorem 3.10.1 to the closed set §, and the linear-fractional
transformation ¢ 1. O

We present one more related result.
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Theorem 3.10.3. Let ¢ € Aut( )\ Aut(C) and let a = p(00). Suppose that § is
a closed subset of C such that a ¢ §. If zo is one of the closest points of § to a,
then Q,(OL,,(F)) C OL(F,) and

19¢ flloves,) < Sl fllong) for all f € OLz, ().

Proof. As in the proof of Theorem 3.10.1, it suffices to consider the case p(z) =
¢(2) € 271, Let f € OL,,(3) and || f]lor., () = 1. We have to prove that

Qe /IN)E — R(Q, [)(N)|| < Smax{[|NR — RN||, [N" R — RN"||}

for any normal operators N7 and Ny such that o(N1),0(N2) C Fy. Let h denote
the same function as in the proof of Theorem 3.10.1. However, we cannot now say
that sup |h| < 1. We have

sup [h(2)| < sup{|=f(=~)|: 2 € 671 (§)} = sup{|2| 1 f(2) — f(z0)|: 2 € F)

2E€ET
<sup{|z| 7Yz — 20]: 2 € F} <sup{l+ |z| Yzl 2 € F} =2

Repeating the reasoning in the proof of Theorem 3.10.1, we obtain

1(Qu)(N)R - R(Q,f)(N)]
< (1+ 2sup|h()]) max{||NR — RN, |N*R ~ RN*}

< 5max{|NR — RN|,|[N*R — RN*||}. O

Example. Let p(z) = 271, F =T, 20 =1, and f = 1—2 Then f € OL,,(T)
and || fllon(r) = 1. It is easy to verify that (Q, f)(z) = 2°—2% and || Qy f || Lip(r) = 5.
Then

<N1Qe flluipemy < 19efllorm < 12 lon + 12%]lonery = 5.
This example shows that the constant 5 in Theorem 3.10.3 is best possible.

Remark 1. We can introduce the following generalization of Q:

(Qnef)(2) e W if z€ C, p(z) €5, and p(z) # oo,

0 if z € C and p(z) = oo,

where n € Z. Then analogues of Theorems 3.10.1-3.10.3 for the operators Q,, .
hold with constants depending on n. Analogues of Theorems 3.10.1 and 3.10.2 can
be found in [2]. An analogue of Theorem 3.10.3 can be obtained in the same way.

Remark 2. The proofs of Theorems 3.10.1-3.10.3 also work for the spaces of com-
mutator Lipschitz functions. The case of Theorems 3.10.1 and 3.10.2 is treated
in [2]. Clearly, in the case of the spaces CL(§) we can speak about generalizations
to the operators Q,, ,, (see Remark 1) only for ‘sparse’ sets §. For example, if §
has interior points, then such generalizations are impossible, because the functions
in CL(§F) are analytic in the interior of §.

Later we will be mostly interested in the case when § = R and § = T. In these
cases the isometric equality CL(F) = OL(F) holds.
Theorem 3.10.1 implies the following result.
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~ ~

Theorem 3.10.4. Let p € Aut(C), and suppose that p(R) =T. Then

Q¢ fllonx) < 3|l fllowm
for all f € OL,(T), where a = p(0).
Proof. We apply Theorem 3.10.2 to § = T. Then §, =R U {p71(00)} and
Q¢ fllorm) < Qo fllormuie—(00)}) < 3l fllorcr)

for all f € OL4(T). O
Let

(OLY(R) € {f": f e OLR)} and [ flonym®m <= Iflom.  (3.10.3)

Then OL/(R) is a Banach space of functions on R.
Theorem 3.10.5. Let f € OL(R). Then (z —a)~'(f(x) — f(a)) € (OL)(R) and

H(l‘ - a)il(f(x) - f(a))H(OL)’(]R) < Hf”OL(R) for all a € R.

Proof. It suffices to consider the case a =0 and f(0) = 0. Let

F(x)Z/OEfit)dt:/ol 1) 4y

t

We have to prove that F' € OL(R) and || F|loL®) < [ fllor). For every ¢ in (0, 1]
the function z — ¢~ f(tz) belongs to OLg(R) (see (3.10.1)), and ||t~ f (tz) |l orr) =
| fllor(r) for all ¢ in (0, 1]. Consequently,

1
1P lonm < / 1 F(t2) long dt = || fllow- 0

Remark. One can prove in a similar way that for any closed non-degenerate inter-
val J and any function f in OL(J)

||(‘:C - a)il(f(x) - f(a))H(OL)’(J) < ||fHOL(J) for all a € J,

where OL'(J) % {¢': g € OL(J)} and [|g'llorr(s) = Igllor()-

Theorem 3.10.6. If f € OL(R), then (x —a —bi)~*(f(x) — f(a)) € (OL)(R) and
@ = a - )" (/@) — @) opy e < 2 lora for alla,be k.

Proof. It suffices to consider the case when a = 0, b = 1, f(0) = 0, and || f||or,r) = 1.
It follows from Theorem 3.10.5 that

Iz =)™ f @)ooy @ < (@ = 1) 2 f(@)loLw-
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It remains to prove that ||(z —i) o f

operators. We have

A(A =) f(A) = B(B —iI)7' f(B) = A(A = iI) " (f(A) - f(B))
+i(A=i)TH (B — A)(B — i)~ f(B),

zf(z)lloLm) < 2. Let A and B be self-adjoint

whence

|A(A =) 71 f(A) = B(B —iI) "' f(B)| || (A ) FB+ 1A= B -llg(B)]

where g(t) = (t —i)7Lf(¢). O
Corollary 3.10.7. Let f € OL(R). Then (z —a — bi)~1f(z) € (OL)(R) and

o = =) @l o < (24 Tl ) Iflovee) for abe. b0,

Proof. We can assume that a = 0, b =1, and || f|lor,) = 1. Using Theorem 3.10.6
and Example 2 in §1.1, we obtain

TR ICE
T Hionym

Theorem 3.10.8. Let h € OL'(R). Then h o ¢ € OL/(R) for all linear-fractional
¢ € Aut(R), and ||h]low ) /9 < 7o ¢llow @) < hllow )

Proof. The result is obvious if ¢ € Aut(R). In this case ||h|on/r) = [[holloL () =

|h|lor (r). Thus, everything reduces to the case ¢(t) = ¢(t) = 41 Let h = f’ for
some function f € OL(R) such that f(0) = 0 and || f|oL®) = Hh||OL/(R It follows
from Theorem 3.10.2 that [|z* f(z™")|loL®) < 3|lh]low ), whence

1@ f () llow @) = 122f (") — Rz [low &) < 3llhllow x)-
Theorem 3.10.5 implies that
lzf(z" Yo < 22 f(z™loLm < 3lhlloL )

1

T =1l oLy ®)

+1£(0)]-

(OL)"(R)

<2+[f(0). O

Hence

[h(z"Yllov @ < 1@ f (@) o ®) + 2lzf (™ Hllow @) < hllow -

Applying this inequality to h(z~'), we get that (1/9)[|h(z™")|lor ®) < [[hlloL r)-
O

3.11. The spaces OL(R) and OL(T)

The main purpose of this section and the next is to ‘transplant’ Theorem 3.10.8
from the line to the circle.

It is easy to see that if f € OL(T), then f(e'*) € OL(R) and || f(e')|loLmw) <
|l flloL(ry. We show here that the converse also holds, that is, each 27-periodic
function F in OL(R) can be represented in the form F = f(e!!), where f € OL(T)
and || flor(my < const || F|lor,r). This can easily be deduced from Lemma 9.8 of [11]
(see also Lemma 5.7 in [2]).
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Lemma 3.11.1. Let h(z,y) = (z — y)/(e"* — V). Then ||hllom(sx.1n) < 3V27m/4
for all intervals Jv and Jo such that J; — Jo C [—37/2,3m/2].

Proof. Consider the 3m-periodic function & given by &(t) = t(2sin(t/2))~! for
€ [-3m/2,3n/2]. Then
Rllon a2y = 1€ 2R (@, 9)e™ 2 lan, <) = 1@ = 9)llom x5

since © —y € [—37/2,37/2] for x € J; and y € J;. Let us expand the function £ in
a Fourier series:

Za ezn‘t/?’—a0+22ancos nt,

ne”Z

because a, = a_, for all n € Z. Obviously, ag > 0. Note that the function & is
convex on [—37/2,37/2]. Tt follows that (—1)"a, > 0 for all n (see Theorem 35
in [29]). It remains to observe that

1€ = ) llon(r, sy < 1@ = Y)llomxry < D lan] - 1€/ 2™9/3 oy
nez
3 3v?2
-Ylwl=(3) =2 o
neZ

Theorem 3.11.2. Let f be a continuous function on T. Then

ix 3\/577
ILf(e™) oL < IflloLr) <

1£ () lonr)-

Proof. As observed above, the first inequality is obvious. We prove the second. Let

g(x) def f(€"). We can assume that ||g||or®) < co. Then g is differentiable every-
where on R. It follows that f is differentiable everywhere on T. By Theorems 3.1.10
and 3.3.6,

”g”OL(R) = ”@g”m(RxR)a

I fllonery = 1D fllanerxr) = (D F) (€7, €™)lan((0,.2m)x = /2,37/2))-

Therefore, we have to prove that

\fw

(D)™, €Y)|lon((0,20) x [~ /2,37 /2)) < 1D9llm@xr)-

Denote by x;x the characteristic function of J; déf [jm, ( + D7) x [kr — /2,
km + 7/2), where j, k € Z. We note that

Xow(@, y)(DF) (e, e¥) = xju(z, y)h(z, y)(Dg)(z,y),

where h denotes the same function as in Lemma 3.11.1. With Lemma 3.11.1, this
implies that
3\/§ T

I@NE" s, ) < =5 I1Dglmmsey (3.11.1)
for (j, k) € 0,1} with (j,k) # (1,0).
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The case when j = 1 and k£ = 0 should be considered separately, for in this case
—Jo ¢ [-37w/2,3nw/2] and we cannot apply Lemma 3.11.1 directly.
For j =1 and k = 0 we have

x10(z +2m, ) (Df) (e, €¥) = x10(z + 27, y)h(z, y)(Dg)(z,y).
Using Lemma 3.11.1, we get that

iz i iz i 3\/§7T
(D), e o, o) = 1D ) m_, o) < —— IDgllommxr)-

Also, let J < [O 27) x [—mw/2,37/2). Then

1), €)lloncay < || (xoo(@,9) + x11(2, ) (D), €¥)||gn 5,
+{[(xo1 (2, 9) + x10(z, ) (D) (€, )| g3 5
< max{[|(Df)(e', ) lon(zo,0), (D) (€, ly)”zm T}
+max{[|(DF)(e”, €¥)lon(o,0): (D), €¥)lomr, o) }
3\[7r

1Dgllommxr)- 0

Remark. It follows from the proof of the theorem that

3\@7(’

1f () llone < [flowm < 1£ () llorcr

for any f in C(T), where J is an interval of length 3.

3.12. The spaces (OL)’(R) and (OL);,.(T)

The space (OL)(R) was defined in §3.10 (see (3.10.3)). We define the space
(OL)IOC( )by

(OL)joe(T) ' {f: f(e*) € (OLY(R)} and || fllony,.m = IF(€9)lony -

Note that ||| Lo (my = [ (€)= ®) < [If(€™)lloLy @) = IflloLy . (m)-
We need the followmg elementary lemma.

Lemma 3.12.1. Let f € Lip(T). Then f € (OL);,.(T) and

Ifllcory (1) < |F(0)] + %Hf”Lip(T)-

lo(,

Proof. Note that ||l (r) < [l'llz=(r) < || fllipcr) and 2"l cony () = 1 for m € Z.
Consequently,

~ —~ - 1/2 1\ /2
fllon,.o < X 1F) < 70+ ( S aifwr) (3 )
nez n#£0 n£0

=|f(0)|+\[||f|\m(qr> 17(0 )|+\f||f Lo (1)

< [f(0)] + |f Il Lip(T)- O

ﬁ
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Corollary 3.12.2. The space OL(T) is contained in (OL)],.(T), and

loc
I fllcoLy, (ry < [£(0)] + f||f||OL(1r)
Remark. One can see from the proof of Lemma 3.12.1 that

1/l oLy,

loc,

(T) < |f(0)] + \fo |22 (T)-

Theorem 3.12.3. If f € OL(T), then zf’( ) € (OL){,o(T) and ||2f'(2)ll(oL);,. (1)

< [ fllonry- If f € (OL)o(T) and [} f(z)dm(z) = 0, then there exists a func-
tion F in OL( ) such that zF'(z) = f and [ FlloLcry < const || fllory, (1)

Proof. The first statement is obvious because if f € OL(T), then
/0 el f'(e)dt =if (1) —if(e) and |f'lony,. ) = If(€")lonm < IIfllowem

Let us prove the second statement. Put F(el?) defy Jy f(e*)dt. F is well defined
because fo% fle")dt =2 [, f(2) dm(z) = 0. Clearly, zF'(z) = f(z). It remains
to observe that I fllcoLy, . (my = ||F( “)Noww) and to apply Theorem 3.11.2. O
Corollary 3.12.4. A function f on T belongs to (OL),.(T) if and only if it can
be represented in the form f = f(0) + zF’(z), where F € OL(T). Furthermore,

I fllcoLy, (r < |F(0)] + [|Florr) < const || £l (OL).(T)-

Proof. 1t is easy to see that ||1[(or); () = 1. This together with Theorem 3.12.3

implies that if f = f(0)+2zF’(z) for some function F in OL(T), then f € (OL)/. (T)
and

1oLy, o

loc

|£(0) + 2F'(2) | ony_(m) < |F(0)] + [|2F (= )H(OL){DC('JI‘)

| fllony; < cllfllcouy,

Let f € (OL){,.(T). Then by Theorem 3.12.3 the function f — f(O) can be repre-
sented in the form f — f(0) = zF'(z), where F € OL(T). O

Corollary 3.12.5. If f € (OL){,.(T), then 2" f(z) € (OL){,.(T) for all n in Z.

Proof. Tt suffices to consider the case when f = zF’(z), where F' € OL(T). Then
2"f(z) = 2"MEF(2) = 2(z2"F(2)) — n2"F(z) € (OL)] .(T), because 2"F(z) €
OL(T) and OL(T) C (OL){,.(T) by Corollary 3.12.2. O

Corollary 3.12.6. A function f on T belongs to (OL),.(T) if and only if it can
be represented in the form f = f(—1)z"! + F'(2), where F € OL(T) and

< |
< ) + IIFllor(r)

loc loc

loc

I fllcory, . (my < [f(=D]+ IFlloL(r) < const || flory (r)-

Proof. Let g(z) def 2f(2). Then f(—1) = 9(0) and g(z) = g(0) + 2zF'(z). It remains
to refer to Corollaries 3.12.4 and 3.12.5. OJ
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The following assertion is obvious.
Lemma 3.12.7. Let f,g € OL(J), where J is a bounded closed interval in R. Then
fg € OL(J) and
I fglloncry < (m()llgllons) + mJaX|9\)||f||OL(J)~
Lemma 3.12.8. Let f € OL(T) and ¢ € T. Then

- — C loc < const Hf”OL(T)

(OL){,(T)

Proof. Tt suffices to consider the case { = 1. We can assume that f(1) = 0. We
have to estimate the OL(R)-seminorm of the function ® given by

et [T f(e")
[} = - .
(x) o1 dt

Clearly, ® can be represented in the form ®(x) = Az + ®g(x), where P is a 27-
periodic function. We have

LA dt‘ 1 / £ = £
0

o Jo et—1| T 2n leit — 1]

Al =

dt < ||fllLipery < Ifllow(r)-

Therefore, it remains to estimate the OL(R)-seminorm of ®.
We first estimate ||®||or((—3r/2,37/2])- By the remark after Theorem 3.10.5 and
by Lemma 3.12.7,

tf(e")

elt —1

< const ||f(€it)||OL([—37r/2,37r/2])
OL([—37/2,37/2])

< const || fllow(r)»

@ lloL(—3m/2,37/2)) <

because the function t — t/(e'* — 1) is infinitely differentiable on [—3m/2,37/2].
Hence [|®ollor((—3r/2,37/2]) < const | fllor(r). The remark after Theorem 3.11.2
tells us that

3V2w

[®olloLr) < 5 [PolloL(—3n/2,37/2)) < const || fllow(r)- O

Theorem 3.12.9. Let f be a function on T, and let ¢ be a linear-fractional trans-
formation such that (R) = T. Then f € (OL)|,.(T) if and only if foyp € (OL)'(R).
Moreover,

allfllony,.m < If o¥llony® < e2llfllony (r) (3.12.1)
where ¢; and co are absolute positive constants.
Proof. Let a = 1~1(0). It is easy to see that a € C\R and ¥(z2) = ((z—a) "' (2 —a)
for all z € C, where |[¢| = 1. Without loss of generality it can be assumed that ¢ = 1.
We first prove the second inequality. Let f € (OL){ .(T). By Corollary 3.12.6,

loc
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f can be represented in the form f(z) = J/f\(—l)z’1 + F'(z), where F' € OL(T)
and |f(_1)| + ||F||OL CHfH OL){,.(T)- ‘We have

1 o vllony @ = Hf L roy
(OLy (R)
1
S|l I fllcovy, cry + IIF" o ¥ll oLy )
Y llony®)
Note that

1 — —_ —
— =l(t—a)"'(t —a)lliory® <1+2[Imal-[|(t—a) ony®) <3,
Yllony )

as follows easily from Example 2 in §1.1. We now estimate [|F’ o ¥|(ory (r)-
Choose F so that F'(1) = F(¢(o0)) = 0. It follows from Theorem 3.10.4 that

Foy
H = = [QuFllor < 3l Fllower < const [|fll oLy, r)-
OL(R)
Consequently,
(Fo)y” Foy)
HF YT |\ < const [ fll oLy (-
(OL)' (R) (OL)'(R)
It remains to estimate
(F o)y (QuF)y” 1
H = T = 2”(2’ —a) QwFH(OL)/(R)
(OL)'(R) (OL)'(R)
Using Theorem 3.10.6, we find that
—\—1
H(Z —a) QwFH(OL)'(R H Q¢F (QuF)(Re CL))H(OL)’(R)

+ |(Q¢,F)(Rea)| Nz=a) oy m
< 2/|Qy Fllovm + 2IF(=1)| - [Tmal - |(z = @)~ [l (oLy @)
<6[|F|loLr) +2|F(=1) = F(1)| < 10[|F[loL(t)
< const || fllcoLy,_()-

Let us now prove the first inequality. We can select a function g € OL(R)

such that ¢'(t) e f(@(t)) € (OL)(R) and g(Rea) = 0. Let s denote the linear-
fractional transformation which is the inverse of 1, that is, »(z) = (1—2)"!(a—az).
It follows from Theorem 3.10.3 that

|@Ima)™ (1 — 2)°g(2(2) oy gz < Slglloncey- (3.12.2)

(ma) = (= 1)g(>(2)) + f ()| ory,_r) < Bllgllon) = 5lIf 0¥ llony @)
by Corollary 3.12.6. It remains to prove that

H(Ima)_l(z - 1)9(%(2))“(014){“(1?) < const || f o '@[JH(OL)’(R)-

This follows immediately from (3.12.2) and Lemma 3.12.8. OJ
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Theorem 3.12.10. Let f € (OL)| .(T) and let ¢ be a linear-fractional transfor-

loc

mation such that p(T) = T. Then fo ¢ € (OL){ (T) and ¢ | flloLy () <

loc loc
|| f o SDH(OL){OC(T) < CHf”(OL){OC(T) for some positive number c.
Proof. This theorem is essentially the analogue for the circle T of Theorem 3.10.8,
which concerns the line R. Theorem 3.12.9 enables us to ‘transplant’ Theorem 3.10.8
from R to T. O

3.13. Concerning the Arazy—Barton—Friedman sufficient condition

‘We consider in this section a sufficient condition for operator Lipschitzness on the
circle T that was found by Arazy, Barton, and Friedman [15], as well as its analogue
for the line R. Following [3], we show how to deduce these sufficient conditions from
Theorem 3.8.1. Then we introduce the notion of a Carleson measure in the strong
sense and reformulate these sufficient conditions in terms of Carleson measures in
the strong sense. We also show how to deduce from them the sufficient conditions
in terms of Besov classes (see §1.6). We start with the case of the line.

Let (CL)'(C;) € {g': g € CL(C4)} and |l¢/ll(cry(c.) = l9lcric,). Obviously,
(CL)’(C4) is a Banach space. The functions of class (CL)’(C,.) are defined every-
where on closC, U {oo}. It is easy to see that for any ¢ in CL(C,) the Poisson

integral of ¢’ |]R coincides with ¢/ |(C+. Indeed, it suffices to observe that for all t > 0

the Poisson integral of ¢~ (g; — g)|R coincides with t~!(g; — g)|C4., where g;(z) e

g(z +1t), and to pass to the limit as ¢ — 07. We denote by (OL), (R) the space of

all functions f € OL(R) having an analytic extension to the upper half-plane C,

. . def
that is continuous up to the boundary. Put (OL)!, (R) = {g’: g € OL(R)}.

It follows from Theorem 3.9.7 that the space (OL)’ (R) can be identified in
a natural way with the space (CL)'(C.). Moreover,

1l oLy @) = lIfllon® = I fllcLc,) = I1f lcyc,y for all f € (CL)(C).
The analogue of the Arazy—Barton—Friedman theorem for the half-plane can be
stated as follows.
Theorem 3.13.1. Let f be a function analytic in C1 and such that
I ! d
[ Ll ) dmt)
Cy

< +0oo
teR [t —wl|?

Then f has finite angular boundary values* (which will be denoted using the same
letter f) everywhere on R, f € (CL)'(Cy), and
2 / (Im w) | f* (w)| drma (w)

Cy

_ e < s
1F = fe)llcry ey < — sup £ — w]?

Lemma 3.13.2. Let f be a function analytic in Cy and such that

‘Aammu+mm*mmwmmw<+w

4By f(co) we mean the limit of f(z) as |z| — oo while remaining in any closed angle with
vertex in R and all its points except for the vertex lying in C.
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Then f has a finite angular value f(00) at infinity, and

2i I !
1)~ floo) = 2 [ QRO Ea) gy e,
T Jcg (w - z)
Proof. Let
w2 [ (Imw)f (w) dms(w)
9(2) - /(C+ (@ — 2)? or z € Cy
Clearly, g is analytic in C and ¢'(z) = 4 fc+ % = f'(z) for all z € C,.

The last equality follows from the fact that 4i(m)~*(w — 2)~2 is the reproducing
kernel for the Bergman space consisting of the functions that are analytic in C,
and belong to L?(C,,ydma(x +iy)). This is well known and easily verifiable. It
remains to prove that the non-tangential limit of g at infinity is zero. It follows
from the equality

2 (w—i>2f’(w)dm2(w)

9(2) T Jo, \W—z (w—1)?

and the Lebesgue dominated convergence theorem that the restriction of g(z) to
any half-plane i + Cy with £ > 0 tends to zero as |z| — oo. O
Proof of Theorem 3.13.1. Let
of 2i 1 1 2i I ! d
(o C.

™ w—z W T w(w — z)

for all z € C with Im z > 0. The convergence of the integrals for real z follows from
the Cauchy—Schwarz inequality if we take into account the obvious inequality

/ (Imw)lf’(w)Idmz(w)</ (Imw)|f'(w)| dma(w)
o h (ol '

|z — w|? |Rez — wl?

We note that by Lemma 3.13.2

% (mw) ) dmaw)
T /(C+ (w—2)? F(z) = f(00). (3.13.1)

F'(z)

Consider the Radon measure p given in the lower half-plane C_ by
def 21
d = —
plw) = —

Then F(z) = Jig(z) if Imz > 0, and
2 (Im w)| ' (w)| dm(w)
J.

lullzc_y = = sup

(Imw) f' (W) dma(w).

WZE(C+ |§_w|2

2 I ! d
2y [ O @dmate)

T teR Jc, |t — wl

It now follows from Theorem 3.8.1 that

[ ol ol i .
Cy '

2
If = f(oo)llccLy(cy) = IFllcncy) < —sup =2

teR
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We denote by PM(C,) the space of complex harmonic functions u defined in
the upper half-plane C and such that

def )
lullpar(cy) = Sup/ |u(z + iy)| de < 4o0.
y>0JR

It is well known (see, for example, [71], Chap. II, Theorems 2.3 and 2.5) that
PM(C,) coincides with the set of functions u that can be represented in the form

we) =P L [ ey,

™ |z —t|?

where v is a complex Borel measure on R and ||ul|parc,) = |Vl (w) e |V|(R).
We denote by PL(C) the subspace of PM(C,) consisting of the functions u €
PL(C,) that correspond to absolutely continuous measures v.
A positive measure p on C; is called a Carleson measure in the strong sense
if fc+ |u(2)|dp(z) < 400 for any u € PM(C4). Note that PM(C,) contains the

Hardy class H' on the upper half-plane C,. It follows that a Carleson measure
in the strong sense must be a Carleson measure in the usual sense. We denote
by CM(C,.) the space of all Radon measures i on Cy such that |p| is a Carleson
measure in the strong sense. Let

def
el ey = Sup{/(C lu(2)|du(z): w € PM(Cy), [lullparc,) < 1}-
+

It is easy to see that

lllewc, = sup{ /C u(2)] dp(=): w € PL(CS), [ullorce,) < 1}
+

and

1
= — sup
™ zeCy

Hllem.@s) = 7 teﬂg c, [t—wP

/ (1m w) dps(w)
cy

[z —wf?
We can now reformulate the analogue of the Arazy—Barton—Friedman theorem

for the half-plane as follows.

Theorem 3.13.3. Let f be a function analytic in C. Suppose that |f'|dmgy €
CM(Cy). Then f has finite non-tangential boundary values everywhere on R,

fe(CL)(Cy), and
If = f(oo)ll(cLycy) < 2/f dmallea. e,y
where the same symbol [ is used for the corresponding boundary-value function.

In a similar way we can obtain one more version of the Arazy—Barton—Friedman
theorem. In the next theorem as well as in the whole section, [|(Vu)(a)|| denotes
the operator norm of the differential d,u of a function u at a point a.
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Theorem 3.13.4. Let u be a (complex) harmonic function on C,. Suppose that
[Vul| dms € CMs(CL). Then u has non-tangential boundary values everywhere
on R, ulR € (OL) (R), and

Ju —u(o0)loLy ®) < 2[l [Vull dmz|cm.cy)-

Proof. Consider functions f and g analytic in C; and such that f +9 = u. Then

Fo ™ 2 [ o)) 55 - 1) dmatw)

T Je, W—2z W
%z [ (lmw)f/(w) dma(u)
T /(C+ w(w — 2) ’
det 2 mw)g (w 1 mo(w
6 2 [ g ) (52 - ) dmaton
%z [ (mw)g() dma ()
o /C+ wW(Ww — 2)

for all z € C with Im z > 0. Using the identity (3.13.1) and the same identity for G,
we obtain

w(x) — u(oo) = F'(z) + G (2)
_ 2 [ (Imw)f'(w)dma(w) 20 [ (Imw)g'(w)dma(w)
1. ) M

™ (W — x)? v
By Theorem 3.8.1,

flu — U(OO)H(OL)'(]R)

2 (/(C+ (Tm w)| f* (w)| dmms (w) +/C+ (Imw)g’(wwmz(w))

< —sup

T z€R \mfmz |x7w|2
—mJ(MWfW+WWWWWL
zeR Cy |x_w|2

It remains to observe that |f'(w)| + |¢'(w)| = [[(Vu)(w)]|| for all w in C, because
the operator norm of the linear map h +— ah + Sh equals |a| + |5]. O

Corollary 3.13.5. Let f € Lip(R), and suppose that || Hess Pf || dmq € CM,(Cy.).
Then f € OL(R).

We now show that the Arazy-Barton—Friedman sufficient condition implies the
sufficient condition obtained in [56] and [58] for operator Lipschitzness (see Theo-
rem 1.6.1 above).

To obtain this sufficient condition, we need the elementary inequality

o dmallen, ¢,y < / esssup{p(z +iy): v € R} dy (3.13.2)
0

for an arbitrary non-negative measurable function ¢ on C,.
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We now proceed to an alternative proof of the sufficient condition obtained
in [56], [58].

Theorem 3.13.6. Let f € BL, (R). Then f € OL(R).

Proof. Clearly, f' € L*(R). Let u be the Poisson integral of f’. It is well known
(see §2) that the membership f € B ;(R) is equivalent to the condition that

15 sup,er IVu(z + iy)|| dy < +oo. It remains to use the inequality (3.13.2) and
refer to Theorem 3.13.4. O

Now consider the case of the disk. Let (CL)'(D) def {g’: g € CL(C4;)} and let
l9'llccry ) = llgllcrm)-

We denote by PM (D) the space of complex harmonic functions u defined in D
such that

def
luloa % sup / fu(rO)] 1dC] < +oo.
o<r<1JT

It is well known (see, for example, [31], Chap. 3) that the space PM (D) coincides
with the set of functions u representable in the form

— |2|?) dv
u(z) = (Pv)(z) de;ﬂ/TW’ 2 eD,

where v is a complex Borel measure on T, and ||ul|parm) = (|| ar() e |v|(T).

We denote by PL(D) the subspace of PM (D) that consists of the functions u €
PL(D) corresponding to absolutely continuous measures v.

A positive measure p on D is called a Carleson measure in the strong sense
if [ |u(2)|du(z) < oo for any u € PM(ID). The space PM (D) contains the Hardy
class H! on the unit disk D, and it follows that a Carleson measure in the strong
sense is a Carleson measure in the usual sense. We denote by CMg(D) the space of
Radon measures ;1 on D such that |p| o Carleson measure in the strong sense. Let

def
Il X sup{ / ()] dia(z) : w € PMD), Jullparmy < 1}.

It is easy to see that

lllow. ) = sup{ [ @ duz): w e PL), Tl < 1}

and (1 [w]?) du(w)
1 1—|w p(w
lillov.m) = 5 ?élﬂ;/m T
Note that (1 Jwl?) duw) (1 Jw]?) dyu(w)
1—|w w(w / 1—|w w(w
sup [| ——————F =sup | ——F—=. 3.13.3
</ ST s (8.13.3)

This follows from the maximum principle for L2-valued analytic functions on D.
We now use our notation to state the Arazy—Barton—Friedman sufficient condi-
tion in the case of the circle (see [15]).
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Theorem 3.13.7. If f is analytic on D and (1 f'(¢) dmz(¢) € CMy(D), then f
has finite non-tangential boundary values everywhere on T, f € (C ) (D), and

I1f = FO)lcrym <2[[¢H (¢ dm2(C)HCMS(D)a
where the same symbol [ is used for the corresponding boundary-value function.
We need an analogue of Lemma 3.13.2.
Lemma 3.13.8. If f is analytic on D and [(1—|w|?)|f'(w)|dmz(w) < 400, then

L[ (1= ) (w)dmaw) _ 1 [ (ol = 1) (@) dma(w)
g =L

T (1 - zw)*w (w — 2)2w3

f(z) = f(0) =

for all z € D.

Proof. We prove only the first equality, because the second can be obtained from
the first by the change of variable w — @ ~!. For z = 0 the desired equality follows
from the mean value theorem. It remains to observe that

2 [ (1= w)f'(w) dms(w)
/

™ (1 - zw)3

f'(z) =

for all z € D (see, for example, Corollary 1.5 in the monograph [30]). O

Note also that the first equality in the lemma can be obtained by differentiating
the equality (4.3) in [15] with respect to z.

Proof of Theorem 3.13.7. Let

H@gléﬂ—%pﬂw< I—Qm@w>

™ 1—zw

:f/ (1 — [w]*)f (w) dma(w)
D

i w(l — zw)

for all z € C with |z| < 1. The convergence of the integrals for z € T is a consequence
of the Cauchy Schwarz inequality if we take into account the identity (3.13.3). Note

that F'(z) = X [, (- ‘wll)fz%)zim2(w) = f(z) — f(0) by Lemma 3.13.2. Consider
the Radon measure p given in C \ D by
def 1___3 2 1= —1
du(w) = T3 1)) dmaw).

Then

w w—z w

:1/D(1‘|“;|}22)f'(“’)< ! _1> dma(w) = F(2).

™ 1—zw

SRR N LT R P
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We note that

_ d|p| (w)
||/’(‘||//Z(C\clos D) = Sup 2
z€clos D JC\closD |U) - Z|

B (wf? — 1)|7(@ )

‘wiﬁg/wow o zPwp - 2me(®)

| (1 — )l f(w)]
/

=— su
T eooen Jo 11— 2w[2[w]

1 (1 = Jw*)]f"(w)] 1

= — d = 2 d .

W?g?/m TEmEm ma(w) =27 f(Q) m2(C)HCMS(D)
It follows from Theorem 3.8.1 that

I1f=FO)lcrym = IFllcLm) < lplla@eosny =2||¢F(€) dmz(C)HCMS(D)- U

Corollary 3.13.9. Let f be an analytic function on D with f'dms € CM(D).
Then f has finite non-tangential boundary values everywhere on T, f € (CL) (D),
and || f — f(0)l(cLy ) < const ||f dmy|cm, )y, where the same symbol f is used
for the corresponding boundary-value function.

dmgs(w)

Proof. It suffices to observe that for every continuous function h on D, the condition
that h dms € CM;(D) implies that (~1h(¢) dma(¢) € CMg(D). It remains to apply
the closed graph theorem. [

Remark. One can obtain without the closed graph theorem the explicit estimate

Cu(ICI7 h(C) dma(Q)) < SC.(hdms)

for any function h subharmonic in D, but we will not need this.

Theorem 3.13.10. If |Vu|| dmsy € CMs(D) for some harmonic function u on D,

then u has non-tangential boundary values everywhere on T and u € (OL){,.(T).

Proof. The function u can be represented as u = f + g, where f and g are analytic
functions on D. It follows from Corollary 3.13.9 that f,¢g € (OL)'(T). It remains
to observe that the definition of the space (OL); . (T) tells us immediately that it
is invariant under complex conjugation. []

Corollary 3.13.11. If ||Hessuf|dms € CM(D) for some harmonic function u
on D, then u extends to a continuous function on DUT and u € OL(T).

This easily implies the following result from [56], whose proof was given in §1.6
above (see Theorem 1.6.2).

Theorem 3.13.12. Let f € B, ((T). Then f € OL(T).

We have deduced the Arazy-Barton—Friedman sufficient condition from The-
orem 3.8.1. It can be shown that Theorem 3.8.1 provides examples of operator
Lipschitz functions that do not satisfy the analogue of the Arazy—Barton:Eriedman
sufficient condition for C,. In [3] an example is given of a function f in .# (closC;)
such that f” dms ¢ CMg(C,). It follows from Theorem 3.8.1 that such a function f
belongs to (CL)'(C.), though the Arazy-Barton-Friedman condition fails for this

function. A similar assertion is also true for functions in D.
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Remark. In the Arazy-Barton-Friedman paper [15] it was mentioned that their
sufficient condition for the operator Lipschitzness of a function on the unit circle
implies the sufficient condition obtained in [56] (see also §1.6 above). It follows
from the results of [3] that the Arazy—Barton—Friedman sufficient condition can
work even if f’ is not continuous. On the other hand, it is easy to see that if
f € B, 1(T), then f" € C(T). The same can be said about functions in B ;(R)
(see Theorem 1.6.4). Indeed, it is easy to verify that the function f(z) = exp(—iz~1)
satisfies the conditions of Theorem 3.13.1, though its restriction to the real line is
discontinuous at 0. We note also that in [3] it is proved in essence that a subset
of the real line is the set of discontinuity points of f |R for a function f satisfying
the conditions of Theorem 3.13.1 if and only if it is an F,, set and has no interior
points. The analogous statements hold for functions on T and D.

It is interesting to compare the sufficient condition for operator Lipschitzness
given in this section with the necessary condition in §1.5. A combination of these
conditions is given in the following theorem.

Theorem 3.13.13. If f € Lip(R) and || Hess P f|| dmy is a Carleson measure in
the strong sense, then f € OL(R). And if f € OL(R), then || HessPf| dmsy is
a Carleson measure.

The analogous assertion holds also for functions on the circle T.

3.14. In which cases does the equality OL(F) = Lip(§) hold?

Theorem 3.14.1. Suppose that OL(F) = Lip(F) for some closed subset § of C.
Then § is finite.

Proof. Suppose that § is infinite. Then § has a limit point a € C < “cu {o0}.

If a € C, then we can assume that a = 0. The case a = oo can be treated similarly,
and in fact it can be reduced to the case a = 0 with the help of linear-fractional
transformations.

Assume first that § C R. Then it is easy to construct a function f € Lip(F) that
has no derivative at 0. Obviously, f ¢ OL(F).

To get rid of the assumption that § C R, we need the following lemma.

Lemma 3.14.2. Let 0 < ¢ < 1 and let {ayn}n>1 be a sequence of positive numbers
such that an+1 < qay, for allm > 1. Then for any numerical sequence b, satisfying
the condition that 3, -, |bn la;t < 400 there exists a function v € OL(R) such that
v(an) = by, for alln > 1.

Proof. Fix a function ¢ of class C*°(R) such that ¢(0) = 1 and supp ¢ C [-4, 9],
where § will be chosen at the end of the proof. Let

def Z b t . an))
n=1

Then
[vlloLr) < Z b - lp(ay ' (t = an))lloLe) = lellon) Z |bnlayt < +o0

n>1 n>1

and v(ay) = b, for all n > 1 if § is sufficiently small. O
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Let us continue the proof of Theorem 3.14.1. It is well known that each Lip-
schitz function on a subset of C can be extended to a Lipschitz function on the
whole complex plane C (see, for example, [70], Chap. VI, §2, Theorem 3). Thus,
it suffices to consider the case when § \ {0} consists of the terms of a sequence
{An}n>1 tending to 0 arbitrarily rapidly. Let A, = a, + ib,. We can assume
that lim,, . An/|An| = 1 and the real sequences {ay },>1 and {b,},>1 satisfy the

conditions of Lemma 3.14.2. Let h(t) ey 4 iv(t), where v means the same as in
Lemma, 3.14.2. Now the case of the set § reduces to the case of the set Re §, which
has already been treated, because

A =Bl < [[A(A) = h(B)[| < (1 + [[vllorm) A - Bl

for any self-adjoint operators A and B such that o(A),o(B) C ReF. O

Concluding remarks

In this section we briefly discuss certain results that were not covered in the
main part of the paper.

1. Operator moduli of continuity. For a continuous function f on R the oper-
ator modulus of continuity 2; is defined by

Q¢ (9) défsup{”f(A) — f(B)||: A, B are self-adjoint operators, ||A — B|| < d}.

Operator moduli of continuity were introduced in [8] and were studied in detail

in [11]. Theorem 1.7.3 stated above means that if f € A, (R), where w is a modulus
of continuity, then

def o [ w(?)
Q4(d) < constw,(6), where w,(d) = /(s t—th.
In [11] the sharpness of such estimates was discussed, and considerably sharper
estimates were obtained for continuous ‘piecewise convex-concave’ functions f. In
particular, the following best possible estimate was obtained:

Al + B8]
A B|||<C|A-B log<2+log

for bounded self-adjoint operators A and B. This inequality significantly improves
the estimate of Kato obtained in [34].

2. Commutator estimates for functions of normal operators. Lemma 3.7.3
enables us to obtain the following quasi-commutator estimate:

If(N1)R — Rf(N2)|| < constw, (max{[[N1R — RNz, | Ny R — RN3|[})

for any modulus of continuity w, any function f of class A, (R), any linear oper-
ator R of norm 1, and any normal operators N; and No (see [14]). In [13] the
quasi-commutator norm on the left-hand side of the inequality was estimated solely
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in terms of the norm ||N1.R — RN3||. However, on the right-hand side w, has to be

def

replaced by wix = (Wi )«
If(N1)R — Rf(N2)|| < const we ({||N1R — RN }).

In the case of Holder classes, that is, w(t) = t* with 0 < a < 1, we have w,(t) <
const(1 — a)~2t*. In other words, we obtain a commutator Holder estimate.

3. The Nikolskaya—Farforovskaya approach to operator Holder functions.
The authors of [49] present an alternative approach to operator Holder functions,
based on the following assertion.

Let 0 < a < 1. Then Ay (Z) C OL(Z). Moreover, there exists a ¢ such that
I flloL@z) < callfllaan(z)-

Theorem 1.7.2 can be deduced from this result with the help of the easily verified
inequality Q¢ (0) < 2wy (0/2)+2|f(6z)|or(z), which can be proved by interpolating
a function of class A4 (Z) by a function of class B, ; (R) and by using Theorem 1.6.1
(though it was proved in [49] in a quite different way).

4. Functions of collections of commuting self-adjoint operators. The
study of functions of normal operators is equivalent to the study of functions of
pairs of commuting self-adjoint operators. In [48] results in [14] (see §3.7 above)
were generalized to the case of functions of an arbitrary number of commuting
self-adjoint operators. Furthermore, completely new methods were used.

In [4] some results in [2] on linear-fractional substitutions (see §3.10 above) were
generalized to operator Lipschitz functions of several variables. In the multidimen-
sional situation the role of linear-fractional transformations is played by Mobius
transformations, that is, compositions of finitely many inversions.

5. Lipschitz functions of collections of commuting self-adjoint operators.
In [35] the results of [67] were generalized to the case of functions of n commuting
self-adjoint operators, and Lipschitz-type estimates in the norm of S, (1 < p < o)
were obtained for Lipschitz functions on R™.

6. Functions of pairs of non-commuting self-adjoint operators. The paper
[6] is devoted to the study of functions f(A, B) of a pair (A, B) of not necessarily
commuting self-adjoint operators. The functions are defined in terms of double
operator integrals, and in [6] their behaviour under perturbations of the pair was
studied. It turned out that in contrast to the case of functions of commuting
operators, Lipschitz-type estimates in the operator norm and in the trace norm
differ strongly. In particular, it was shown there that for f € BL, ;(R?)

[/(A1, Br) = [(As2, Ba)|ls, < const ||f[p1 , max{[|Ay — As|[s,,[|B1 — Balls, }

for p € [1,2]. Such an inequality was obtained previously in [14] for functions of
commuting operators for p > 1. However, in the case of functions of non-commuting
operators this inequality is false for p > 2 and for the operator norm (see [6]).

The main tools used in [6] were triple operator integrals and certain modified
Haagerup tensor products of L*° spaces that were introduced there.
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7. Operator Lipschitz functions and the Lifshits—Krein trace formula.
Let A and B be self-adjoint operators with trace class difference A — B. For each
such pair there is a unique real function ¢ in L*(R), called the spectral shift function,
such that for sufficiently nice functions f on R, the following Lifshits—Krein trace
formula holds:

trace(F(4) — £(B)) = [ Foe)ar

(see [43] and [41]). M. G. Krein showed in [41] that this formula holds for functions f
whose derivative is the Fourier transform of a complex measure. In [58] the trace
formula was extended to functions f of Besov class B, ;(R). Theorem 3.6.5 above
says that for the operator f(A)— f(B) to be in the trace class under the assumption
that A — B is in the trace class, it is necessary and sufficient that f be operator
Lipschitz. Finally, in the recent paper [64] it was shown that for operator Lipschitz
functions, the left-hand side of the Lifshits—Krein trace formula not only makes
sense, but also coincides with its right-hand side. In other words, the Lifshits—Krein
trace formula holds for any self-adjoint operators A and B with trace class difference
if and only if the function f is operator Lipschitz.

To conclude the paper, we mention the recent survey [63|, in which applica-
tions of multiple operator integrals in various problems of perturbation theory are
considered.
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