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Analysis of linear differential equations
by methods of the spectral theory
of difference operators and linear relations

A. G. Baskakov

Abstract. Many properties of solutions to linear differential equations
with unbounded operator coefficients (their boundedness, almost period-
icity, stability) are closely connected with the corresponding properties of
the differential operator defining the equation and acting in an appropri-
ate function space. The structure of the spectrum of this operator and
whether it is invertible, correct, and Fredholm depend on the dimension
of the kernel of the operator, the codimension of its range, and the exis-
tence of complemented subspaces. The notion of a state of a linear relation
(multivalued linear operator) is introduced, and is associated with some
properties of the kernel and range. A linear difference operator (difference
relation) is assigned to the differential operator under consideration (or the
corresponding equation), the sets of their states are proved to be the same,
and necessary and sufficient conditions for them to have the Fredholm prop-
erty are found. Criteria for the almost periodicity at infinity of solutions
of differential equations are derived. In the proof of the main results, the
property of exponential dichotomy of a family of evolution operators and
the spectral theory of linear relations are heavily used.
Bibliography: 98 titles.

Keywords: linear differential operators, set of states of an operator, Fred-
holm operator, difference operators and difference relations, spectrum of an
operator or linear relation, functions almost periodic at infinity.
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1. Main concepts and results

We consider a linear differential equation

—a—f—A(t)x:f(t), tel, (L.1)
where J is an infinite interval of the real line R and A(t): D(A(t)) Cc X — X, t € ],
is a family of closed linear operators in a complex Banach space X. Sometimes we
shall call X the phase space.

We assume that the Cauchy problem with z(s) = zo € D(A(s)), t = s, t,s € J,
for the homogeneous differential equation

dx

— = A(t te 1.2
=AW, tel, (12)
is well posed. It gives rise to a family of evolution operators % : Ay — End X,
where Ay = {(t,s) € J x J | s < t} and End X is the Banach algebra of bounded
linear operators in X. Given the family %, we can construct a differential operator

d
L=Lgy = 7t + A(t)
acting in a homogeneous space .Z# (J, X) of functions on J taking values in X (see
§2). One example here is the Banach space Cy,(J, X) of bounded continuous func-
tions on J.

This paper is concerned with existence and uniqueness questions for bounded
solutions of the differential equation (1.1), where f belongs to some homogeneous
function space % (J, X) (for instance, f can be a bounded function). These ques-
tions relate to the geometric (or qualitative) theory of differential equations, which
goes back to Poincaré and Lyapunov.

The existence and uniqueness of bounded solutions are closely connected with the
stability of solutions of differential equations. Starting from Lyapunov’s ideas and
results, Krein observed in [1] and in the later mimeographed notes [2] that many
results of the stability theory for solutions can be obtained with the help of the
theory of operators in Banach spaces. The departure from the very specific theory of
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operators in a finite-dimensional space (matrix analysis) simplifies many proofs and
constructions and makes them more transparent. In this way the general approach
was also good for the classical theory (see the monographs [3] by Demidovich, [4]
by Coppel, and [5] by Hartman). Note that investigations of linear differential
equations are not only important on their own, but also underlie the analysis of
non-linear equations by means of linear approximations.

The monographs by Massera and Schéffer [6] and Dalecki and Krein [7] con-
tain results in the case when the A(t), t € J, are bounded operators in a Banach
space. In connection with applications to parabolic partial differential equations
the authors (of both monographs) pointed out the topical question of investigat-
ing the qualitative properties of solutions to equations with unbounded operator
coeflicients: “The authors clearly recognize that the arena of infinite-dimensional
spaces requires the presence of unbounded operators, without which the present
stability theory for systems with an infinite number of degrees of freedom would be
impossible” (see [7]); ... we have entirely disregarded any possible extension of the
theory to the case in which the values of A are unbounded operators in X. Such an
extension would certainly be of the greatest interest, especially in view of possible
applications to partial differential equations” (see [6]).

Zhikov [8] (see also [9]) made a significant contribution to the theory of equations
considered here by proving that the condition of the invertibility of the operator
L = —d/dt + A(t) in the space Cy(R, X) is equivalent to the condition of expo-
nential dichotomy for solutions of (1.2). Note also Henry’s monograph [10], where
a geometric theory of semilinear parabolic equations was developed which made
essential use of the invertibility property of the operator L = —d/dt + A(t) in the
Banach space Cp(R, X) under the assumption that the A(¢), ¢t € R, are sectorial
operators.

We point out that investigations of the well posedness of the Cauchy prob-
lem for an equation of the form (1.2) anticipated considerably the correspond-
ing investigations in the qualitative theory of equations (1.1), (1.2). The case
when A(t) = A, t € Ry = [0,00), is a constant operator-valued function cor-
responds to the theory of operator semigroups (see [11] and [12]). The famous
Hille-Phillips—Yosida-Feller-Miyadera theorem (see [11], Theorem 12.3.1 or [12],
Theorem 3.3.8) gives a necessary and sufficient condition for the well posedness of
the Cauchy problem for the differential equation (1.2) in terms of the resolvent
of A: D(A) C X — X. In [12] the reader can find many examples of partial differ-
ential equations of parabolic type when the corresponding operator is the generator
of a strongly continuous operator semigroup (and hence gives rise to a well-posed
Cauchy problem).

The current state of the problems discussed in this paper is closely connected with
methods in the spectral theory of closed linear operators, linear relations (multival-
ued linear operators), difference operators and relations, and operator semigroups.

The theory of operator semigroups was applied to the geometric theory of differ-
ential equations of the form (1.1), (1.2) in [13]-[17]. The differential operator under
consideration (generated by equation (1.1)) is the generator of a strongly continu-
ous semigroup of difference operators. This opens the door to the use of the theory
of operator semigroups in the qualitative theory of differential equations. The state
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of the corresponding theory up to 1999 was presented in detail by Chicone and
Latushkin in their monograph [18]. In [19] linear difference relations and semi-
groups of such relations were used to investigate differential operators (equations)
in function spaces on a half-axis.

The analysis of the operator L (differential equation (1.1)) and more general
operators generated by a family of evolution operators is carried out with the sig-
nificant use of difference operators and linear difference relations on corresponding
homogeneous spaces of vector sequences. We introduce the notion of the set of
states of a linear relation (operator) for describing certain properties of the kernel
and range of the relation (operator) and thereby revealing the extent to which it
is continuously invertible. In particular, we obtain conditions ensuring the Fred-
holm property of difference operators and relations or differential operators. These
results are closely connected with the asymptotic behaviour of solutions, the stabil-
ity of solutions, and the problem of the existence of bounded solutions to differential
equations (1.1) and (1.2).

Now we give the notions and definitions which we use the most (and which are
sufficient for an understanding of this paper) and state some of the main results.

We make essential use of the concept of linear relation. Thus, in §3 we give
several notions in the theory of linear relations, notions needed in order to state
many of the results below.

Let 2" and ¢ be Banach spaces, let Hom(Z, %) be the Banach space of
bounded linear operators from 2" to %, and let End 2" = Hom(%", Z").

An arbitrary linear subspace &7 of the Cartesian product 2" x % of 2 and % is
called a linear relation between 2" and % (a linear relation in 2" if 2" = #). The
set of linear relations between 2" and % will be denoted by LR(Z", %) (by LR(Z")
it = 2). A linear operator A: D(A) C 2 — ¢ is often identified with the
(linear) relation & in LR(Z", %) coinciding with the graph of A. The set of closed
linear relations in LR(Z", %) is denoted by LRC(Z,%).

Any relation o/ € LR(2,%) has the inverse relation &~ = {(y,z) € # x 2" |
(x,y) € &/} € LR(#,%Z). A relation LRC(Z ", %) is said to be continuously
invertible if o/~ € Hom(%', Z"), which is equivalent to the simultaneous fulfilment
of the following conditions: the kernel Kero/ = {x € 2" | (z,0) € &} of the
relation o is zero and the range Im & = {y € % | there exists z € 2 such that
(z,y) € &} coincides with #'.

Let D(/) denote the domain of the relation & € LR(Z", %), that is, D(&) =
{r e Z'| (z,y) € & for some y € #}. For x € D(&), we let &/« denote the set
{ye @ | (z,y) € &} and we let | F x| = infycws ||ly||. If & € LRC(Z", %), then
D(&) is a Banach space with the graph norm ||z| o = ||z]| + ||« z]|.

The definitions below are essential for the statements of the main results.

Definition 1.1. Let &/ € LRC(Z,%). Consider the following conditions:
1) Ker &7 = {0} (that is, &7 is an injective relation);
2) 1 < n=dimKer« < oo;
3) Ker « is a complemented subspace of D() (with the graph norm) or of Z7;
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4) Im o/ = Im &7, which is equivalent to the strict positivity of the quantity (the
manimum modulus of the relation <)

.| Iyl

o) = inf _— = inf — 1.3
V() xeD(;g\Kerd dist(z, Ker &) (;c,lyr)leaf dist(z, Ker &)’ (1.3)
z¢Ker of

where dist(z, Ker ) = inf, cker o7 || — Z0l];

5) the relation &7 is correct (uniformly injective), that is, Ker« = {0} and
V() > 0;

6) Im .o/ is a closed complemented subspace in % (in particular, the quantity
(1.3) is positive);

7) Im 7 is a closed subspace of codimension 1 < m = codimIm &7 < oo in ¥

8) Im .« = &, that is, &/ is a surjective relation;

9) &/ is a continuously invertible relation.

If a relation & meets all the conditions in some set Sy = {i1,...,ix} of condi-
tions, where 1 < 47 < -+ < i < 9, then we say that o is in the state Sy. We
denote the set of states of &7 by Stin, (7).

Definition 1.2. If arelation & € LRC(Z",%) is in one of the states {1, 7}, {2, 7},
and {2,8} with n, m < oo, then it is called a Fredholm or ®-relation. If o/ is in one
of the states {1, 7}, {2, 7}, and {2, 8} with only one of m and n finite, then it is called
a semi-Fredholm relation (®-relation if n < oo and ®_-relation if m < co). The
integer ind &/ = dim Ker & — codim Im &7, where codim Im &/ = dim(%'/ Im &), is
called the index of the (semi-)Fredholm relation <.

Definition 1.3. A pair E, F of closed subspaces of 2 is said to be regular if 2
is their direct sum: 2" = E & F.

Definition 1.4. Let E and F' be closed subspaces of a Banach space 2". Consider
the following conditions:

1) ENnF ={0};

2)1<n=dim(ENF) < o0

3) EN F is a complemented subspace of 27;

4) E + F is a closed subspace of £, or equivalently, the quantity

dist(z, F)

E,F)= inf ——A50)
V(B F) veBr ag¢F dist(z, E N F)

(<1) (1.4)
is positive if F does not lie in F

5) ENF = {0} and v(E, F) > 0 (a correct pair of subspaces);

6) E + F is a closed complemented subspace in 2;

)
7) E 4+ F is a closed subspace of codimension 1 < m < oo in 27;
8 E+F =%,

9) ' =FE®F.
If a pair F, F of subspaces of 42 satisfies all the conditions in some set of
conditions Sy = {41,...,4}, where 1 < i3 < iy < --- < i < 9, then we say that

the pair E, F is in the state Sy. We denote the set of states of E, F' by Styeq(E, F).
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Definition 1.5. If a pair E, F of closed subspaces of a Banach space 2" is in one of
the states {1, 7}, {2, 7}, or {2,8} with n,m < oo (in particular, the quantity in (1.4)
is positive), then E, F is said to be a Fredholm pair. If the pair E, F is in one of the
states {1, 7}, {2, 7}, or {2,8} with only one of the integers n and m finite, then it is
said to be semi-Fredholm. The number ind(E, F) = dim(E N F) — codim(E + F)
is called the indez of the (semi-)Fredholm pair E, F.

Remark 1.1. The equality Stin (%) = Stiny(#) for & € LRC(Z1,%) and £ €
LRC(%5,%5), where 2} and %, k = 1,2, are Banach spaces, will indicate (in
statements below) that each of the 9 properties in Definition 1.1 above holds (or
does not hold) simultaneously for &7 and Z. The equality Stin, (&) = Styeg(E, F)
for & € LR(Z1, Z>) and a pair E, F of closed subspaces of a Banach space 2~
indicates that if some property in Definition 1.1 holds for <7, then the property
with the same number in Definition 1.4 holds for the pair of subspaces E, F, and
conversely.

We shall define and investigate differential and difference operators with the use
of a family of evolution operators, which do not necessarily correspond to a differ-
ential equation of the form (1.1).

Let J be a subset of R with the induced topology, and let Ay = {(¢,s) € J? :
s <t} CR% Amap %: Ay — End X is called a (strongly continuous and expo-
nentially bounded) family of (‘forward’) evolution operators on J if the following
conditions are satisfied:

1) % (t,t) = I is the identity operator for each t € J;

2) U, s)U (s, 7) =« (t,7)for T <s<t, s,t,17€el;

3) for each x € X the map (¢, s) — % (t,s)xr: Ay — X is continuous;
4) there exist constants M > 1 and « € R such that

| (t,s)|| < Me*t=9)  s<t, s tel

The family % : Ay — End X is called a family of (‘backward’) evolution operators
if conditions 1), 3), and 4) in the above definition are fulfilled, while 2) is replaced
by the condition

2N U (s, 7)U (1,t) = % (s,t) for all s < 7 < tin J.

If J C Z, then we say that the family % : Ay — End X is discrete. Unless other-
wise stated, in what follows we deal with families of ‘forward’ evolution operators.

Let R_ , = (—o0,a], Ry 4+ = [a,00) and R_ = (—o0, 0], Ry = [0, 00).

Families of evolution operators occur in a natural way in connection with the
representation of solutions to the abstract Cauchy problem

x(s) = xo € D(A(s)), t>s, t,sel, (1.5)

for the linear differential equation (1.2), where J is one of the sets [a,b], R_ ,,
R+, R

We say that a family of evolution operators % : Ay — End X solves the abstract
Cauchy problem (1.2), (1.5) if for each s € J there exists a subspace X, of D(A(s))
which is dense in X and has the following properties: for each xy € X, the function
xz(t) = % (t,8)xo, t € J, is differentiable for ¢ > s, x(t) € D(A(t)) for every t € J,
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and equalities (1.5) and (1.2) hold. In this case we also say that the family %
corresponds to the problem (1.5), (1.2).

If f:J — X is a function in the linear space L{ (J, X) of locally integrable
Bochner-measurable (classes of) functions defined on J and taking values in X,
then by a (weak) solution of (1.1) (under the condition that the family % on J
solves the Cauchy problem (1.5), (1.2)) we mean an arbitrary continuous function
x: J — X such that

x(t) = % (t,s)x(s) — / U (t,7)f(r)dr (1.6)

for all s <tin J.

We stress that the linear operators under consideration in this paper are con-
structed from an arbitrary family of evolution operators. Nevertheless, we call them
‘differential operators’.

With any family of evolution operators % : Ay — End X, where J is an interval
of R, we can associate the linear operator

jmax = gmax,J: D(gmax) - Llloc(“]]vX) - Llloc(JLX)?

defined as follows. A continuous function z: J — X is in D(Znax) if there exists
a function f € L& (J,X) such that (1.6) holds for all s < ¢ in J. The function

loc
f is uniquely defined, so the definition of the operator Z,.x is consistent (the

consistency of the definition of %« follows from the fact that the points in J
which are not Lebesgue points of an integrable function form a set of measure
zZero).

Let # = .%#(J, X) be a homogeneous function space (see §2). Some instances of
homogeneous spaces are given by the Banach spaces

LP(J,X) fOTp € []-700]7 SP(J,X) fOI‘p € [1700}7 Cb(v]]aX)

defined in § 2.
In what follows we let E be a closed linear subspace of X.
Let a € Randlet J € {R_ 4,R, +,R}. In this paper we investigate the operators
=%y DX CcFRX)— ZFR,X),
Lot D(LET) C F(Ra g, X) — F (R, X),
Ly D(Ly") C FR_ 4, X) = F(R_ 4, X)

with respective domains

D(%) = {2 € D(Lnaxx)
D($g7+) = {1’ S D(og/ﬂmax,]R)

(R, X) | Lo € F(R, X)},
(Ro,4, X) | 2(a) € E,
Fnansin st € F(Rapys X)),
D(Z5) ={z € D(Lnaxr_.)NFR_q4,X) | z(a) € E,
Znaxk_ T € F(R_ 4, X)}

ng
nF
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Here if x lies in the domain of the corresponding operator, then the value of the
latter on the function z is taken to be f = Znax12, so that the pair (z, f) satis-
fies (1.6). If a = 0, then let

Lh =g and Ly =25

We note that . and .2, are closed operators, whereas ZEG’+ is not necessarily
closed (see [19], Example 5.1).

When a family % solves the Cauchy problem (1.2), (1.5), we shall occasionally
use the notation —d/dt + A(t) for the operators introduced above.

Let J € {R_,R}. Then we have the well-defined semigroup 7': Ry — End.# of
weighted shift operators of the form

(T(t)x)(s) =X (s,s —t)z(s — 1), sel, ze#, t=0, (1.7)

in the Banach space % = Z(J,X). For J = R and a Hilbert space X such
a semigroup was introduced by Howland [20] in the Hilbert space L?(R, X), in the
case when the operators % (t, s), t, s, € R, are unitary. The following two theorems
allow us to use the theory of operator semigroups and difference operators.

Theorem 1.1 [13], [14]. If # (R, X) € {LP(R, X)), p € [1,00); Co(R, X)}, then the
operator semigroup (1.7) is strongly continuous and has the generator £ = Ly, .

Theorem 1.2. The spectra of the operators T(t) € End #(R,X), t € Ry, are
related by
o(T(t))\ {0} = expo (L)t = {exp(At); A € 0(L)}.

For #(R,X) € {L?(R,X), p € [1,00); Co(R, X)} Theorem 1.2 was proved in
[13], [14], [16], and [17]. In fact, more general spaces were considered in [13] and [14].
Here and throughout, Cy(J, X) denotes the subspace of functions z in Cy(J, X)
such that lim¢ o [[2(t)|| = 0. There is no direct analogue of Theorem 1.1 for the
operator £, but in [19] we introduced a semigroup of difference relations on
the Banach space .% (R4, X) and proved an analogue of Theorem 1.2.

The application of difference operators in (1.7) and difference relations on the
space .Z#(J, X) to the investigation of the operators £ and 92’5 meets with dif-
ficulties because the use of the dual space of % (J, X) is problematic. Moreover,
it is difficult to apply the spectral theory of operators to £ and ZE because of
unbounded components of the spectra.

In this paper we study the differential operators under consideration by making
essential use of difference operators and difference relations on homogeneous spaces
of sequences of vectors. Usually, such operators and relations have bounded spec-
tral components, and so for a given spectral component we can construct a Riesz
projection. We can say that difference operators and difference relations play the
same role in the investigation of differential equations on an infinite interval as
the monodromy operator plays in the analysis of differential equations with peri-
odic coefficients.

The notion of a homogeneous sequence space % (J4, X) is introduced in § 2.

Let J4 be one of the following subsets of the set of integers:

L, Z_ ., =(—00,m|NZL, Zp+=][mo0)NZ, mEL,
Z_={n€Z|n<0}, Zy ={n€Z|n >0}
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One example of a homogeneous space is given by the Banach space ¢(Jg, X),
p € [1,00], of sequences x: J; — X such that the following quantity (taken to be
the norm) is finite:

1/p
lzllp = ( > ||$(k)||p> ;o pElo0);  |z]le = sup [lz(k)|, p=oc.
kelq k€l

We shall occasionally denote a sequence x: N — X by (z,,).

Let U: J; — End X be a bounded function and E a closed subspace of the
Banach space X.

We shall investigate the linear difference operators

9 € End F(Z,X), 95 D(Z5") C F(L g, X)— F(L_q,X), acl,

and the difference relations 2%+ € LRC(F (Za 1, X)), a € Z, defined by

(Zz)(n) = z(n) —U(n)z(n — 1), neZ, reF(Z,X), (1.8)
(25 "x)(n) = z(n) — U(n)x(n — 1), n<a, xe€DPy"), (1.9)
where D(2,") ={z € F(Z_ 4,X) | z(a) € E},
@%’+ = {(.Z',y) € y(Za,JraX) ‘ y(”) =x(n) — U(n)x<n - 1)? nza+l,

y(a) = z(a) + xo for some zg € E}. (1.10)

If @ = 0, then let 2, = 2,°, 9; = @%’+. Note that in the definition of the
difference relation _@%’Jr we can consider the function U as being defined on Zg41 4.
To investigate the operators & and 2" and the relations Z" we shall use

the corresponding discrete families of evolution operators % = %y = %, Ay, —
End X defined by

Un)Un—-1)---Ulm+1), m<n,

1.11
1, m=n, ( )

%d(nam) = %d (n’m) = {

where m,n € Jqg € {Z,Z_ ,,Z4 +}. We shall obtain results for difference operators
and relations without assuming that the family %, is generated by a family of
evolution operators % : Ay — End X with J € {R_,R;,R}.

For the differential and difference operators (difference relations) under consid-
eration we shall investigate the properties listed in Definition 1.1 using the notion
of an exponential dichotomy for a family of evolution operators.

Definition 1.6. Let J be a subset of R with the topology inherited from R. We
say that a family of evolution operators % : Aj — End X admits an exponen-
tial dichotomy on a subset Q of J, if there exist a bounded strongly continuous
projection-valued function P: Q@ — End X and constants My > 1 and v > 0 such
that the following properties hold:

1) % (t,s)P(s) = P(t)% (t,s) for t > s, t,s €

2) | (t,s)P(s)|| < Moexp(—v(t —s)) for s < t, s,t € Q;
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3) for s < t, s,t € Q, the restriction % s: X'(s) — X'(t) of the operator % (t, s)
to the range X'(s) = Im Q(s) of the projection Q(s) = I — P(s) complementary to
P(s) is an isomorphism between the spaces X'(s) and X'(t) = ImQ(t) (we set
% (s,t) € End X equal to ?/t;l on X'(t) and to the zero operator on X(t) =
ImP(t) C Z);

4) ||% (s,t)|| < Mpexpy(s—t) for all t > s in Q.

We call the pair of projection-valued functions in this definition a splitting pair
for the family 7. If P = 0 or Q = 0, then we say that the trivial exponential
dichotomy holds for % on €.

A similar definition of an exponential dichotomy is also given in the case when
% is a family of ‘backward’ evolution operators.

Theorem 1.3. Let £ : D(Z5) € F(Ry,X) — F(Ry,X) be a closed linear
operator in a homogeneous function space F (R4, X). Then

Stinv(gg) = Stinv(-@E), (112)

where the relation P} is considered on the homogeneous sequence space F (Z,X)
associated with F Ry, X) (see Remark 2.1). In particular, Z5 and 97 simul-
taneously have (or do mot have) the (semi-)Fredholm property, and if they are
(semi-)Fred-holm, then

dimKer Z;f = dimKer 2}, codimIm.%; = codimIm 7},

1.13
and indaé”];r = ind @E. ( )

This theorem is proved at the end of §4. Also there, in Remark 4.1, we clar-
ify property 3) in Definition 1.1 for the operator ,be . The next theorem is an
immediate consequence of Theorems 1.3 and 1.7-1.9.

Theorem 1.4. The Fredholm property of the operator fg and its index are inde-
pendent of the choice of the homogeneous space F (R, X).

The inclusion Stiny (Z4 ) C Stiny(Z5) was proved in [19], Theorem 5.8. Further-
more, for each of the 9 properties in Definition 1.1, except for property 3) concerning
the kernel being complemented, it was proved in [19] that if the property holds for
@E, then it also holds for 92”5 .

The analogues of Theorems 1.3 and 1.4 also hold for the operators .Z and Z.

Theorem 1.5. The linear operator £: D(L) C F(R,X) — F(R, X) in a homo-
geneous space F (R, X) and the difference operator ¥ € End F(Z,X) in the
homogeneous sequence space F(Z,X) associated with .# (R, X)) have the same sets
of states:

Stiny (2) = Stiny(2). (1.14)

In particular, the operators £ and 2 simultaneously have (or do not have) the
(semi-)Fredholm property, and if they are (semi-)Fredholm, then

dimKer.Z =dimKer 2, codimIm.Z =codimIm¥?, ind. ¥ =ind%. (1.15)

Theorem 1.6. The Fredholm property of an operator £ and its index are inde-
pendent of the choice of the homogeneous space F (R, X).
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Note that Theorem 1.6 is an immediate consequence of Theorems 1.5, 1.13, 1.15,
and 1.16.

Definition 1.7. Let J be a subset of R containing a sequence (t,) such that
limy, o0 t, = 00 (or lim,, oo t, = —00). We say that a family of evolution oper-
ators % : Ay — End X is non-singular at +00 (at —oo) if there exists an a € J
such that the family %/ admits an exponential dichotomy on the set J N [a, c0) (on
J N (—o0,al), respectively).

Theorem 1.7. Let % : Az, — End X be a family admitting an exponential dicho-
tomy on the set Z, + (where a € Z4.) with splitting pair of projection-valued func-
tions Py, Qy: Zq+ — End X. Then

Stinv(@g'_) = Stinv(%+)7 (116)
where the operator A, : E — Im Q4 (a) is defined by
N r =Qy(a)% (a,0)z, xeFE. (1.17)

Theorem 1.8. Let % : Ar, . — End X be a family of evolution operators admit-
ting an exponential dichotomy on R,y (where a € Ry) with splitting pair of
projection-valued functions P, Q+: R, — End X. Then

Stinv(gg) = Stinv(%+)a (].].8)

where the operator A, : E — Im Q4 (a) is defined by (1.17).

Theorem 1.9. The following conditions are equivalent:

1) the operator Z5: D(¥5) C F Ry, X) — F (R, X) is Fredholm;

2) there exists an a € Ry such that the family % admits an exponential dichotomy
on [a,00) with a splitting pair of projection-valued functions Py, Q4 : [a,00) —
End X such that the operator A,7: E — Im Q4 (a) defined by (1.17) is Fredholm.

If condition 2) holds, then

dim Ker £} = dim Ker 4/, codim Im Z} = codim Im 4,

and ind &} =ind AT, (1-19)
Theorem 1.10. Assume that all the operators % (t,s), s < t, s,t € Ry, are
compact and the family of evolution operators % : Ar, — End X is non-singular
at +00. Then the following conditions are equivalent:
1) the operator Z5 : D(¥5) C F Ry, X) — F (R, X) is Fredholm;
2) the relation 25 € LRO(F(Zy, X)) is Fredholm;
3) E is a finite-dimensional subspace of X .

Theorem 1.11. Let % : Ar, — X be a family of evolution operators admitting
an exponential dichotomy on R,y with splitting pair of projection-valued functions
PQ: Ry — EndX. Then

Stiny (L) = Stiny (Z5) = Streg(F, Im P(0)).



80 A. G. Baskakov

Importantly, if a family of evolution operators % : Ag, — End X is constructed
for the differential equation (1.2) with function A in S'(R;,End X) and if % is
non-singular at +oco, then it admits an exponential dichotomy on R,. However,
more general families of evolution operators do not have this property. If fg
is a Fredholm operator, then the family % is non-singular at 400, but % does
not necessarily have the property of exponential dichotomy on Ry (on Z;; see
Example 8.6).

Many of the results obtained in this paper for operators 2 € End % (Z, X) and
Z:D(¥)c Z(R,X)— Z(R, X) hold under the following assumption.

Assumption 1.1. Let J € {Z,R}. There exist a,b € J, a < b, such that the family
of evolution operators % : Ay — End X admits an exponential dichotomy on the
sets J_ o ={teJ |t <a} and Jpqy = {t € J | t > b} with splitting pairs of
projection-valued functions P_,Q_:J_ , — End X and Py,Q1: Jp+ — End X,
respectively.

Important results on the operator £ were obtained by Zhikov [8], who proved
that the operator .Z is invertible in the space Cp(R, X) if and only if the family %
admits an exponential dichotomy. Subsequently, these results were presented in
the monograph [9]. We note also that [8] and [9] put the use of operator theory
in the analysis of qualitative properties of solutions of differential equations in
a Banach space on a systematic basis.

It follows from the statements of the above results that we shall investigate the
differential and difference operators (and equations) under consideration by making
essential use of the notion of an exponential dichotomy for a family of evolution
operators defining the operator in question. The property of exponential dichotomy
of a family of evolution operators emerges in the most natural fashion when we look
at the continuously invertible difference operator 2 = %4 defined by (1.8). Then
the spectrum o(J¢) of the weighted shift operator .# = I — & contains no points
in the unit circle T = {XA € C | |\| = 1}. Hence o(#) = 0int U oout, where
Oint ={N€0a(H) ||\ <1}

This representation for (%) enables us to construct Riesz projections iy
and Pou = I — Py, for the spectral sets oiny and ooy so that o(F | F, )
oine and o(H | F 1) = Oout, Where Fiyy = Im Py and Fouy = Im Py, It
can also be proved that £, and %, are the operators of multiplication by
bounded operator-valued functions, and therefore r(.#,,) < 1 (where r(-) is the
spectral radius and J#, = & | ., is the restriction of & to iy ), the operator
Hows = X | F,, has a continuous inverse, and 7(#,,;) < 1. Elaborating on the
indicated properties (as done in [1], Theorem 6.1), we arrive at the properties 1)—4)
in Definition 1.6 for an exponential dichotomy of the family of evolution operators
%, defined by (1.11) on the set Z. If a family %, is the restriction of a family of
evolution operators % : Agr — End X to Az, then % also admits an exponential
dichotomy. We see that the following properties are equivalent (see [13] and [14]):

1) the operator 2 € End.Z (Z, X ) has a continuous inverse;

2) the operator ¥ = Y%y : D(¥) C F(R,X) — Z(R,X) has a continuous
inverse;

3) the family of evolution operators % : Ax — End X admits an exponential
dichotomy on R.



Analysis of linear differential equations 81

If the continuous invertibility of the operator 2 (or .£) is replaced by the
Fredholm property for it, then Assumption 1.1 holds for the family % (for %)
in view of Theorem 1.15 (Theorem 1.16, respectively). Example 8.6 gives a fam-
ily of evolution operators % : Ag — End X admitting an exponential dichotomy
on R_ and [1,00), but not on R. By Theorems 1.15 and 1.16, if Assumption 1.1
holds, then the Fredholm property of the operators 24 and %5 depends on the
linear operator

Ma: ImQ_(a) > Im Q4 (b), S ex=Q+(b)% (b,a)r, x€ImQ_(a). (1.20)

This was defined in [20] and [21]|, where it was called the node operator. It is
important to look at this operator, since it acts between subspaces of the phase
space X (rather than in .#(J, X)). By Theorems 1.12 and 1.13 stated below and
also by their consequence Theorem 1.14, the properties of the operators 2 and %
are most closely connected with the properties of .44 , (their sets of states are the
same).

Below we consider the difference operator ¥ € End .#(Z,X) defined by (1.8)
and the operator ¥ = %y : D(¥) C F(R,X) — F(R,X). The operator 2 is
constructed from a bounded function U: Z — End X. Below we also use the family
of evolution operators % = %4: Az — End X defined by (1.11).

Theorem 1.12. Suppose that Assumption 1.1 holds for the family % = Uq: Ay —
End X. Then
Stinv(-@) = Stinv(%,a)-

In particular, 9 is (semi-)Fredholm if and only if the node operator A, is. If 9
is Fredholm, then

dimKer 2 = dimKer 44, ,, codimIm % = codimIm .4, ,, indZ =ind A} ,.

The next result follows from Theorems 1.5 and 1.12.
Theorem 1.13. Suppose that Assumption 1.1 holds for a family of evolution oper-
ators % : Ag — End X. Then
Stinv(g) = Stinv(JVb,a)-

In particular, £ is (semi-)Fredholm if and only if the node operator N, is. If £
is (semi-)Fredholm, then

dimKer . = dimKer .4 ,, codimIm.Z = codimIm .4 ,, ind.Z =ind .4 ,.

Corollary 1.1. If the operator @ (or L) is (semi-)Fredholm in some homogeneous
sequence (or function) space, then it is (semi-)Fredholm in any homogeneous space
and its index (as well as the dimension of the kernel and the codimension of the
range) is independent of the particular homogeneous space in which it acts.

Assumption 1.2. The family % : Ay — End X, where J € {Z,R}, admits an
exponential dichotomy on the sets

J_=JNR_ and Jy=JNR,

with splitting pairs of projection-valued functions P_,Q_:J_ — End X and
P Q4 J+ — End X, respectively.
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Theorem 1.14. Suppose that Assumption 1.2 holds for a family of evolution
operators % : Agx — End X. Then

Stiny (-Z) = Streg (Im Q—(0), Im P4 (0)). (1.21)

In particular, the operator £ is (semi-)Fredholm if and only if the subspaces
Im P_(0) and Im Q4 (0) form a (semi-)Fredholm pair. If £ is a (semi-)Fredholm
operator, then

dim Ker .Z = dim(Im P_(0) N Im Q4 (0)),
codimIm.# = codim(Im P_(0) + Im Q, (0)),
ind Z = ind(Im P—(0), Im Q. (0)).

For the operator 2 we shall establish Theorem 5.4, whose result corresponds
to Theorem 1.14. Equality (1.21) allows us to conclude that the set Stin, (%) is
independent of the homogeneous space in which .Z acts. Theorem 1.14 is a direct
consequence of Theorems 1.5 and 5.4.

The first results on the Fredholm property of the ordinary differential operator

Z = f% +A(t): CHR, X) C Cyp(R, X) — Cy(R, X),

where A € Cp(R,End X) and dim X < oo, were proved by Mukhamadiev in [22] and
in his D.Sc. Thesis [23]. He obtained results on the Fredholm property of . in terms
of the limiting operators and limiting solutions to the homogeneous equation (1.2).
The first results on the Fredholm property of ¥ (which went unnoticed) were
obtained by Isaenko [24] using the property of exponential dichotomy of a family of
evolution operators. He proved that the operator . is Fredholm if and only if the
family of evolution operators admits an exponential dichotomy on R, and R_. For
the operator . = —d/dt+ A(t) in the Banach space Cp(R, C™) the same result was
obtained by Palmer [25] and in [26], where £ was considered to act in the Hilbert
space L%(R,C").

In the following two theorems we give necessary and sufficient conditions for the
Fredholm property of the difference operator ¥ € End % (Z, X) defined by (1.8)
and of the operator & = %y : D(¥) C Z(R, X) - Z (R, X).

Theorem 1.15. The operator 9 € End #(Z,X) is Fredholm if and only if the
family % = %y Ay — End X satisfies Assumption 1.1 and the node operator
N ImQ_(a) — Im Q4 (D) is Fredholm. If these operators are Fredholm, then
their indices coincide, as do the dimensions of their kernels and the codimensions
of their ranges.

Theorem 1.16. The operator £ = £y is Fredholm if and only if the family
of evolution operators % : Ar — End X satisfies Assumption 1.1 and the node
operator Ny o ImQ_(a) — Im Q4 (b) is Fredholm.

The fact that the conditions in Theorems 1.15 and 1.16 are sufficient was proved
in [43] and [21]. This also follows from Theorems 1.12 and 1.13.
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The proof that these conditions are necessary was initially given under certain
additional assumptions (see [27] for a reflexive space X and [17], where the scheme of
the proof was presented). It was observed in [29] that these additional assumptions
were superfluous.

In [29] the necessity in Theorem 1.16 was proved for the spaces LP(R, X') with
p € [1,00) and Cy(R, X). For Cp(R, X) Theorem 1.16 is new. The history relating
to the Fredholm property of differential operators was described in greater detail
in [19] and [27]-[29], where examples of Fredholm operators were also discussed.

Corollary 1.2. If 2 (or.Z) is a Fredholm operator in some homogeneous sequence
(function) space, then it is Fredholm in any homogeneous space and its index (as
well as the dimension of its kernel and the codimension of the range) is independent
of the homogeneous space in which it acts.

Theorem 1.17. If a family of evolution operators % : Ar — End X satisfies
Assumption 1.1 with Q— =0 and Q4+ = 0 (a trivial dichotomy holds on R_,
and Ry, 1), then the operator £ has a continuous inverse.

A similar result holds for the operator 2. It is stated in Theorem 5.2. Theo-
rem 1.17 is a consequence of Theorem 5.2 and Theorem 1.5.

Corollary 1.3. For a family of evolution operators % : Ar — End X assume that
the limits
lim % (t,t—1) =%+ € End X

t—+oo
exist in the uniform operator topology and their spectral radii satisfy r(%By) < 1.
Then the operator £: D(¥) c F(R,X) — F(R,X) under consideration has
a continuous inverse in any homogeneous space F (R, X).

Corollary 1.4. Let % : Agr — End X be a family satisfying the assumptions of
Theorem 1.17 and let B € Cy(R,End X). Then the operator £ + A, where B is
the operator of multiplication by the function B in F(R,X), has a continuous
nuverse.

Possible applications to partial differential equations were rather thoroughly
described in [8], [9], [19], [14]-17], [27]-[29]. Applications to the Wiener—Hopf
equations were discussed in [19] and [28]. In §8 we look at several examples of
operators to which the above results can be applied.

2. Homogeneous function spaces

2.1. Main function spaces. We consider several spaces of vector-valued func-
tions on an interval J € {[a,b], (—o0, a], [a, 00), R} which are most useful for us. All
of them are Banach spaces lying in the linear space L{, (J, X) of locally integrable
(Bochner measurable) functions on J taking values in a Banach space X. Here are
some of them:

LP = L*(J,X), p € [1,00], the (Banach) space of functions x € LL (J, X) with

loc
finite quantity

1/p
||x|p=(/J ||m<7>|wT) Cptoe el = essuplen)l p-oo

TE

(taken to be the norm in the corresponding space);
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SP = SP(J,X), p € [1,00), the Stepanov space of functions z € L{ (J, X) with

loc
finite quantity
1 1/p
fellse =sup( [ fats + )1 as)
teJ \Jo

if J € {R4,R}, while if J] = R_,, then the interval of integration is [a — 1, a], and if
J =R, 4, then it is [a,a + 1];

Co = Co(J,X), the subspace of functions z in Cy(J,X) such that
limgeg |t oo [l2(t)]| = 0.

We now suppose that J; is one of the sets Z_, Z,, and Z, with J; = Z_ if
J=R_,,Ja=2Z4ifJ=Z44,and Jg=Zif ] =R.

We introduce yet another family of Banach spaces (Wiener amalgam spaces):

1P = [P, X), p=Oorpe[loc], qe 1,00,

where J € {R_ ,,R, +,R}. The Banach space L”9(R, X) consists of the functions
z € Li (R, X) described as follows. We assign to a function z the sequence (z,,),
n € Z, where x,(s) = z(s + n) for s € [0,1] and =, € L*([0,1], X). A function z
will be put in the space LP4(R, X) if x,, € L1([0, 1], X) for n € Z and the sequence
(z,,) belongs to ¢P(Z,L9([0,1], X)). For p = 0 the sequence (z,,) is assumed to
belong to the space ¢o(Z, L9([0,1], X)). The norm of a function z € LP(R, X) is
taken to be

s’} 1/p
@l = ( 3 mns) for p € [1,00), q € [L,o],
||x||p,q = n=oco
sup )1, for p € {0,00}, q € [1,00].

neE”Z

The spaces LP9(J,X) for J € {R_,,R,+} are similarly defined, but for
x € LP9(J, X) the sequence (z,) is one-sided. Clearly, LP?(J, X) = LP(J, X)
for p € [1,00], and the Banach space L°%(J, X) coincides with the Stepanov
space S9(J, X) for g € [1,00). If X € {R,C}, then we drop the symbol X from the
notation for the spaces. For example, LP9(J) = LP(J, X).

2.2. Homogeneous spaces of functions and sequences. We now axiomatize
the class of function spaces in which the linear operators act that are constructed
from a family of evolution operators % : Ay — End X with J € {R_ ,,R, +,J} and
a € R. Let J(n) denote an interval of the form

[nyn+1), n€Z if J =R,
Jn)=<la+na+n+1), neZ, if J =Rq 4,
(a+n—1,a+n],neZ_ ifJ=R_,.

Definition 2.1. We call the Banach space .# (J) of measurable real functions on J
a homogeneous space of measurable functions if the following conditions hold:

b+1
1) Z(J) lies in LL (J) = L _(J,R), and / lz(7)|dm < c|z]|z®) for z €
b

loc loc

Z(R), where ¢ > 0 if [b,b+ 1] C J;
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2) Z#(J) is a Banach lattice, which means that if ¢ € Z(J) and ¢: J — R is
a measurable function such that |¢(t)| < |1 (t)] for almost all ¢ € R, then ¢ € .Z#(J])

and o]l < [[9[];
3) if J = R, then the shift operators S(t) € End.#(J) of the form

(St)x)(1) = z(17 + 1), ntel, zeZF(J), (2.1)

are defined and bounded, while if J = R, 4, then the operators of the form (2.1) are
defined and bounded, and for ¢t < 0 in J this also holds for the operators

x(r+t) fr+t>a

(54 (B)2)(r) = {O ifa>71+t

and finally, if J = R_, and ¢ < 0, then the operators (2.1) are defined and
bounded, and for ¢ > 0 in J this also holds for the operators

ifr+t>a,

0
(S-(t)z)(7) = {x(T +1) ifT+t<a

furthermore, sup,cg ||S(t)|| < oo and sup,~ ||S—(t)|| < oo;

4) the characteristic function 4417 of the interval [b b+ 1] b =0if J=TR,
b=aif ] =R,4, and b = —a if J = R_,) belongs to Z(J, X), nd for each
x € ZF(J) the function T: R — R defined by

z(t) = [Ixsmyzllsry,  t€I(n), nela
belongs to 7 (J) and ||z|| < ||z

We consider the linear subspace .%;(J) of functions in the homogeneous space
Z(J) which are constant on each interval J(n), n € Jq. Starting from this closed
subspace Z,(J), we define the Banach space %,(J4) of real sequences z: J; — R
such that the function Z: J — R defined by the equality z(t) = x(n) for ¢t € J(n)
and n € Jg belongs to Z,(J), and we let ||z|| = ||Z|| ). We call this Banach
sequence space % (J4) the space associated with % (J). By definition it has proper-
ties analogous to those of the homogeneous space .Z (J).

Definition 2.2. The homogeneous space of measurable vector-valued functions cor-
responding to the homogeneous space Z(J) is defined to be the Banach space
F(J,X) of (Bochner) measurable functions z: J — X such that the function
Z:J — R with Z(¢t) = ||z(¢t)| for ¢t € J belongs to .#(J), with the norm |z| =
1Zll.#@)-

Remark 2.1. If #(J,X) is the homogeneous space consisting of the functions cor-
responding to the homogeneous space % (J), then it has the corresponding prop-
erties 1)-4) in Definition 2.1. Let %#(J4, X) be the Banach space of sequences
x: Jg — X with the following properties: the sequence Z(n) = ||z(n)|, n € Ja,
belongs to .7 (Jq) and ||z||z,,x) = [|Z||#@3,)- We can define the Banach space
F(Jq,X) as the set of sequences of functions z: J3 — X such that the func-
tion y: J — X with y(t) = z(n) for t € J(n) and n € J; belongs to .# (I, X).
Let ||z]|#@.,x) = |yll#@). We call the resulting sequence space the homogeneous
sequence space associated with .7 (J, X). The pair of spaces % (J, X), 7 (Jq4, X) is
called an associated pair.
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Remark 2.2. The Banach spaces
SPJ,X), pell,o), and LPYJ,X), p=0orpell,o], qE€]ll, o0l

are homogeneous spaces of measurable functions, and the corresponding associated
sequence spaces are £°(J4, X) and ¢ (J4, X) for p # 0, respectively. For p = 0 the
space L%9(J, X) is associated with co(Jq, X).

Remark 2.3. Tt follows immediately from Definition 2.2 that
LY, X)c 7(J,X) c SY(J,X)
for each homogeneous space % (J, X), and
" (Ja, X) C F(Ja, X) CL(Ja, X)
for the homogeneous sequence space % (Jq, X) (associated with .7 (J, X)).

Remark 2.4. If (R, X) is a homogeneous function space, then for any o # 0 and
in R the function space %, (R, X) = {y(t) = z(at + 5),t e R | z € F(R,X)}
with the norm ||y|| = ||z|| is also homogeneous.

In addition to homogeneous spaces of measurable functions we shall consider
the Banach space of bounded continuous functions Cy(J, X) and its subspace
CO(JLX) = {33 € C(,(J,X) | hm|t|aoo ||$(t)H = 0}

We use the notation .#(J, X) both for homogeneous spaces of measurable func-
tions and for Cp(J,X) or Co(J,X). The spaces associated with Cp(J, X) and
Co(J, X) are the sequence spaces £*°(J 4, X) and co(J4, X), respectively. In [1] Krein
introduced the notions of a homogeneous space of measurable functions .# (R, X)
and a homogeneous space of vector sequences. Also in [1] he distinguished subspaces
important for the investigation of the operators and relations under consideration,
and obtained estimates for the norms of operators in homogeneous spaces of func-
tions and sequences. By analogy, all these notions and results can be defined and
proved in a natural way for homogeneous spaces of functions and sequences defined
onJ e {R_,,R} and J4 € {Z_,Z}, respectively. We can use the norm estimates
given in [1] in the proofs.

Let Z#(J,X) be a homogeneous space of measurable functions or one of the
spaces Cp(J, X),Co(J, X). Let #.(J,X) denote the minimal closed subspace of
Z(J, X) containing the functions with compact support in .7 (J, X). If F#(Jq, X)
is a homogeneous sequence space, then Z.(J4, X) denotes the minimal subspace of
F(J4, X) containing the finite sequences in .# (Jg4, X). If Z(J, X) = Cy(J, X), then
let Z.(J,X) = Cy(J, X).

The homogeneous spaces % = LP9(J, X), p =0, p € [1,00), ¢ € [1,00], and
F =LP(J,X), p € [1,0), have the property that .# = .%.. The space (SP(J, X)).,
p € [1,0), coincides with L?(J, X), and (L>(J, X)), = L>*(J, X). In addition,
note that (7 (Jq, X))e = (0P (Jgq, X)) for p € [1,00), and (€T g, X)) = co(Ja, X).

3. States of the operator ./, and
the relation .@g; proofs of Theorems 1.7-1.11

Most of the notions and results of the theory of linear relations used here can be
found in [19] and [30] (see also the monographs [31] and [32]). For a linear relation
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o/ € LR(Z,%) the conjugate relation &/* € LR(#™*, 2°*), is defined by
A" ={(n,§) € T x 2" | {y,m) = (2, ) V(2,y) € #}.
: ’]H[le ]properties of the conjugate relation used here can be found in [19] and
30]-]38].

3.1. Kernels and ranges of the operator Ji{j‘ and the relation @;. In
the first part of this section we consider a discrete family of evolution operators
U = U;: Az, — End X satisfying the following assumption.

Assumption 3.1. There exists an a € Zy such that the family % admits an expo-
nential dichotomy on the set Z, 4 with splitting pair of projection-valued functions
P+,Q+Z Za,+ — EndX

In what follows we assume without loss of generality that a = 0, that is, we will
look at the relation @g. Its kernel has the representation

Ker 77, = {z € F(Z+,X) | x(n) = % (n,0)x0, n >0, zo € E}.

We also consider the bounded operator By: X — % (Z,, X) given by

n€Z+, z e X.

(Bax)(n) = {

Remark 3.1. It follows immediately from the formula for B, that the sequence Byx
belongs to the closed subspace Ker 2}, of #(Z, X) if and only if the vector x € X
lies in the subspace Ker .4, " of X, where the operator .4, is defined by (1.17).

Remark 3.1 has the following implication.

Lemma 3.1. The operator Bg: X — F(Z4,X) realizes an isomorphism of the
subspaces Ker A, 7 and Ker 7.

Lemma 3.1 and Remark 3.1 have the following consequence.

Lemma 3.2. If Ker 2}, is a complemented subspace of F(Zi,X) and F is
a closed complement of it, that is,

F(Z4,X) = Ker 7 & Fo,
then Ker AT is a complemented subspace of X and
X =Ker A" ® B; ().

In the description of the subspace Im @g we shall use the bounded linear oper-
ators Y, ®,: . F(Zy,X) — X defined by the formulae

0 = Qo (a) S U (a e + 3 %(a, Q4 (K)a(h)
k=0

k>a+1
Por = PVx + Q4 (a)x(a), r € F(7,,X).
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Lemma 3.3. The following equalities hold for the range Im @E of the relation @E:

Im 75 = {z € F(Z1,X) | 2(n) = y(n), n#a, and 2(a) = yo — Pqy + A, o
for somey € F(Zy,X), yo € ImP,(a), and zy € E},
Im 7/, = &, (Im A, 7).

3.2. Proofs of Theorems 1.7 and 1.8. The fact that the relation Z;; and
the operator /7 have the same states (the equalities (1.16)) follows from Lem-
mas 3.1-3.3. Lemma 3.1 shows that the kernels of the relation @g and the opera-
tor .4+ have the same dimension. By Lemma 3.3 the subspaces Im 2} and Im .4, *
have the same codimension in .#(Z, X) and Im Q4 (a), respectively.

For the proof of Theorem 1.8 it is sufficient to cite Theorem 1.7, which we have
already proved, and Theorem 1.3, which we will prove (independently) in §4.

3.3. Proofs of Theorems 1.9-1.11. It follows from Theorem 5.7 in [19] that
the operator Z; and the relation 2}, have (or do not have) the Fredholm property
simultaneously and their indices coincide. It is easy to see that if @g is Fredholm,
then the family % admits an exponential dichotomy on Z,  for some a € Z,.
By [19], Lemma 6.2, % admits an exponential dichotomy on R, ;. Equalities (1.19)
follow from equality (1.18) in Theorem 1.8. The proof of Theorem 1.9 is complete.
Theorems 1.10 and 1.11 are immediate consequences of Theorem 1.9.

4. Proofs of Theorems 1.2, 1.3, 1.5

We consider an associated pair of homogeneous spaces .# (R, X), .7 (Z, X ) and
the operators .Z: D(¥) Cc F(R, X) - F(R,X),2 € End % (Z, X) defined in §1
(the difference operator D is defined by (1.8)) for a family of evolution operators
% : Ar — End X. We shall establish several lemmas and theorems concerning their
kernels and ranges, and these will yield Theorem 1.5. The corresponding results
for the operator £, and relation 2, were proved in [19], §5. Since the schemes
of the proofs will be the same and some of the results for . and 2 (and a broad
class of homogeneous spaces) were actually established in [14], some of the proofs
here will be omitted or considerably abridged, and we shall refer to corresponding
results in [14] and [19].

4.1. Proofs of Theorems 1.2 and 1.5. The proof of Theorem 1.2 is similar to
the proof of Theorem 2 in [14]. The boundedness of the operators on .7 (R, X) was
actually shown in [19], § 2.

The proof of Theorem 1.5 uses the operator B: #(Z,X) — F#(R,X) with
(Bx)(s) = —p(s)% (s,n—1)x(n—1) forn € Z and s € [n—1,n] (where p: R — Ris
a periodic function with period 1 such that ¢(s) = 6s(1 — s) for s € [0,1]), which
realizes an isomorphism of the kernels Ker .Z and Ker 2 of the operators . and 2.
For the description of the ranges of .Z and 2 we can use the bounded operators

#B. F(1,X)— FR,X), PBr =—pBx, x€ F(Z,X),
C: FR, X) — F(Z,X),

=~ [ e wez yeFRX).
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They are used to describe the ranges Im.Z and Im & by the same scheme as in
Lemmas 5.7-5.12 and Theorems 5.1-5.6 of [19], where the operator .#; and the
relation @E were considered. From the analogues of these results we can immedi-
ately deduce Theorem 1.5, that is, the equalities (1.14) and (1.15).

4.2. Proof of Theorem 1.3.

Remark 4.1. The operator .7 : D(%4) ¢ F(Ry,X) — F(R;,X) in Theo-
rem 1.3 is not necessarily closed (a corresponding example can be found in [19]):
it is closed if and only if its kernel Ker fg is closed. In this connection there
arises the problem of interpreting property 3) in Definition 1.1 in the context of
Theorem 1.3. There, in relation to the operator fg , this property is understood
as follows: Ker Z; is a complemented subspace either of .7 (R, X) or of D(.Z;)
with the norm

Izl = 2(0)llx + lzll# + L5 zllz, =€ D(ZE) (4.1)

(see [19]).

The space D(.%;) with this norm is a Banach space. If (R, X) = Cy(Ry, X),
then £, is a closed operator and the norm (4.1) in D(%g) is equivalent to the
graph norm in D(Z; ). In the results below we consider the space D(Z; ) with
the norm (4.1). The subspace Ker %} is closed in D(.Z;) with the norm (4.1).

In the proof of the next result we use the representation for functions in D(Z;)
obtained in [19] (formula (5.4)). Let Ao € C be a complex number with Re Ay > «,
where a € R is taken from the definition of the family of evolution operators
(see §1). Then the operator ,Z{J{J} — Ao/ has a continuous inverse, and each function

x € D(Z}) has a representation

2(t) = ((Lhy — D)~ (L = NoD)x) () + =% (t,0)2(0)

- / t ey (1 7) (L — NoD)x)(7) dr + et (,0)2(0), >0,
0
(4.2)

where z(0) € E. It follows from (4.2) that this is a consistent definition and the
operator

J: D(ZE) = F(@s, X), (Jia)m)=a(n), nels, weD(LP),
is bounded.
Theorem 4.1. If Ker 2}, is a complemented subspace of F(Z4,X) and
F(Z4,X) =Ker 7} @ F, (4.3)
where Fq is a closed subspace of F(Z4,X), then Ker fbf s a complemented sub-
space of D(ZLy) (with the norm (4.1)) and
D(Z) =Ker L @ I (F). (4.4)

Proof. It follows from the definition of J that it realizes an isomorphism between
Ker %, and Ker 7. Ify € Ker £ NJ; (), then J1y € P and J1y € Ker 7.
Hence y = 0. All this shows that the decomposition (4.4) follows from (4.3). O
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In the next theorem we use the linear operator ®p: 23 — D(Z;) constructed
in [19], §5. As shown in Lemma 5.9 in [19],

$E¢E(x07f):'@+f7 (m07f)6@g7 (45)
where B1: F(Z4,X) — F(Ry, X) is the operator defined in the same way as
B F(L,X)— FR,X).

Theorem 4.2. Let Ker £} be a closed complemented subspace of D(Z5) with the
norm (4.1) and let

D(ZF) =Ker L © 7,
where Z is a closed subspace of D(2Y). Then the Banach space F(Zy,X) has the
direct sum decomposition

F(Z,,X) = Ker I}, & Fy, (4.6)
where

Fi= Dy, Dy =05 (F),
yl:y(z-hX)Xg(Z-‘r:X)Hg(Z-‘MX)v 91(331,&32):331,
(fEl,I‘g) € y(Z+,X) X y(Z+,X)

Proof. Equality (4.5) shows that the operator ®p: Z;; — D(Z4) is continuous.
Since 29 is a closed subspace of .F(Z,X) x F(Z4,X), it follows from the def-
inition of &?; that the subspace Z#; is closed. To prove (4.6) it is sufficient to
observe that the domain of the relation 2} coincides with the whole of F(Z., X),
and for each pair xo, f € F(Z+,X) we have ®g(zg, f) € Ker &4 if and only if
zg € Ker @E. This equivalence follows from the construction of ®g. [

Proof of Theorem 1.3. The fact that the operator fg and the relation @E simul-
taneously satisfy the same conditions in Definition 1.1 and, in particular, equalities
(1.12) and (1.13) follow from [19], § 5 and from Theorems 4.1 and 4.2 proved in this
paper. O

5. States of the operator 2 and the node
operator .44 o; proof of Theorems 1.15 and 1.12

We consider the difference operator 2 € End.%(Z, X) defined by (1.8) and
constructed from a bounded function U: Z — End X. The corresponding family of
evolution operators %;: Az — End X is defined by (1.11).

Let m € N, m > 2. From 2 we construct an operator 2, € End .#(Z, X). Tt is
constructed for the function U,,: Z — End X given by U,,(n) = U(nm)U(nm — 1)
Umm—m+1)=%mnmm,(n—1)m+1),n € Z, and % : Az — End X is the
family of evolution operators of the form (1.11).

The operator 2, is defined by the formula

(Dmx)(z) = x2(n) — Upn(n)x(n — 1), nel, zecF(LX).

The family %, of evolution operators corresponding to U,, has the form
U (n, k) = U (mn,mk), k < n.
The next theorem is significant for the investigation of the operator 2.
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Theorem 5.1. The following equality holds:
Stiny (Zm) = Stiny(2).
Remark 5.1. Let #(Z_, X) be a homogeneous sequence space. Then

F(Zy,X)={y: Zy+ — X | y(k) =2(—k) for some z € F(Z_,X),
k€ Zy, with [ly| = [zl zz_.x)}

is a homogeneous sequence space.

In a similar way (using a reflection), for a given homogeneous function space
F(R_,X) we define a homogeneous function space .Z# (R4, X). We denote the
isometries (reflections) constructed in the definition of #(Z,,X) and %# (R, X)
by

Yo: F(l-,X)— F(Z4,X) and ¥V: FR_,X)— F(Ry, X).
Now we consider the difference operator 2, : D(Z;) C #(Z-,X) — F(Z_,X)
(see formula (1.8)). A direct calculation shows that

T = VaP5 V7,
where @E D(@E) C F(Zy,X)— F(Z4,X) is the operator

(@Ew)(n) =z(n) —U(m+1)z(n+1), n€Zy, =x¢€ D(@g%
D(Z%) ={z € F(Z,,X) | x(0) € E}.

Thus, the study of 5 can be reduced to the study of ég (these operators are
similar, so that Stin, (Zg) = Stinv(ég)). The converse also holds.

The properties of the relation 2} (see formula (1.10)) were discussed in [39]-[42].
If # = %(Z,X) = %.(Z,X), then the dual space .Z7* of .7 is identified with the
dual’ space F' = F'(Z_, X*) (here we use Theorem 3.1 in [19]).!

We assume that .F = #(Z_, X) = F#.(Z_, X), so that we can identify the dual
space Z#(Z_,X)* and the dual’ space #' = F'(Z_, X*) (by Theorem 3.1 in [19]).
It follows from the definition of the conjugate relation that (Z5)* € LRC(Z')
consists of the pairs (n,£) € F' x F#' such that

(yom) = D {y(n),n(n)) = Y (x(n),&(n)) = (x,€)

n<0 n<0
for all z € .# with x(0) € E such that Z,2 = y. Hence (Z5)* can be defined by

(Z5) ={(n.§) € 7' x F' [ &{(n) = n(n) = U(n+1)"n(n + 1),
n < —1, £0) +n0, 0 € EX = F}.

L Editor’s note. Readers of the English version of [19] may be confused as a result of a question-
able translation there. In the original Russian version of [19], as in the original Russian version
of this paper, the author uses distinct terms to distinguish between the standard dual space and
a certain subspace of that space defined in the context of sequence spaces, which we refer to here
as the dual’ space. Unfortunately, the dual space and this subspace of it are not distinguished in
the terminology of the English version of [19].



92 A. G. Baskakov

Clearly, D((25)*) = Z' and (Z5)*0 = {£ € F' | £(0) € EL, &(k) =0, k < —1}.
The operator (Zy)* belongs to End.#’. In the same way we prove that the con-

jugate relation to the operator @g (which is similar to 27 ) in Remark 5.3 below
has the form

(Z5)" ={(n,€) € F' (L4, X*) x F' (L4, X*) | £(n) = n(n) — U(—n+1)*n(n — 1),
n =1, £0) =n(0) +mno, 1m0 € E-}.

Remark 5.2. The relations (27 )* and (@g)* are similar. They are related by the
equality _ _ _

(Z8)" = Va(Zp) Vg ",
where ¥y: F'(Z_, X*) — F'(Z,, X*) is the operator (¥4¢)(n) = £(—n),n <0, € €
F'(Z_,X*). Tt is important to note that the relation (é,;t)* € LRC(F'(Z+,X™))
coincides with the relation 2}, constructed using the function U(n) = U(—n+1)*,

n € Z,, that is, it belongs to the class of difference relations investigated in §4
and [19]. Hence we can use the results obtained there.

Thus, for the relation 2 we have the analogues of all the results obtained in [19]
and in § 3 of the present paper.

5.1. Proof of Theorem 1.15. In [43] (see also [27]) our study of the operator 2
used the two difference operators 9~ = D;(ﬁl € End Z(Z_\ {0},X) and 9T =
@+} € End .7 (Z,, X) defined by the equalities

{0

(27 z)(n) =z(n) —U(n)z(n —1), n< -1, zeF_=F(Z_\{0},X),
B B z(0), n =0,

(77 2)(n) = (Z{y2)(n) = {x(n) —Um)e(n—1), n>1

and also the operator

Do: F_ — Fy, (Dox)(n) = {

The homogeneous spaces % _ and %, are obtained from #(Z, X) by restricting
the sequences in .Z(Z, X ) to Z_\ {0} and Z, respectively. Thus, # = F(Z,X) =
F_ x F4. The spaces #_ and % can also conveniently be regarded as subspaces
of #, so that .# = F#_ @ %#,. In either representation for .# the operator Z is

given by the matrix
2= 0
() 61

We now use the following lemma from [44] (p. 23) relating to operators with
matrix representation (5.2).

Lemma 5.1. Let 2 be a Banach space that is a direct sum 21 & 25 of two closed
subspaces 1 and X5, and let A € End 2~ be an operator with matriz representation

Au 0 ., A €End2,, Ay € Hom(Z21,23), Ag € End 2s.
A21 A22
(5.2)
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Then A is Fredholm if and only if the following conditions hold:

1) Im Aq; is a closed subspace of 21 and codimIm Ay < o0;

2) Tm Asy is a closed subspace of 25 and dim Ker Ags < 00;

3) 20 ={x € 21 | v € Ker Ay; and Asx € Im Ay} is a finite-dimensional
subspace of Z1;

4) 2 =1Tm Ags + Agy(Ker A1) has finite codimension in 5.

If properties 1)—4) hold, then

dim Ker A = dim Ker Ass + dim 3&”10, codimIm A = codimIm A;; + codim 3&”20.

Proof of Theorem 1.15. Let & be a Fredholm operator. We look at the space
E =U(0)Xo(—1), where Xo(—1) = {z(—1) | z € Ker Z_}. Note that the subspace
D (Ker 7_) N F4(Z,X) is closed. It consists of the sequences y € .#,(Z, X) that
have the form y(k) =0, k > 1, y(0) = —U(0)z(-1), z(—1) € Xo(—1). Therefore,
E is a closed subspace of X. It follows immediately from the definition of E that

Im 24 + Zo(Ker 7_) = Im 7.

We now see from property 4) in Lemma 5.1 that the range Im 9;5 of the relation
74, € LRC(Z4) has finite codimension in 7.

Next we prove that the kernel Ker 9; of @E is finite dimensional. Let z €
Ker 7};. Then Z(0) € E and Z(n) = % (n,0)z¢, n > 0. By the definition of E the
vector z(0) has a representation Z(0) = U(0)xog with zo € Xo(—1). Hence there
exists a sequence x € .#_ such that € Ker Z_ and z(—1) = .

We extend Z onto Z_ as a sequence y € % (Z,X) by setting y(n) = Z(n) for
n >0, and y(n) = z(n ) for n < —1. It follows from this definition that y € Ker 2.
Therefore, dim Ker _@E < dimKer 9 < oo.

Thus we have shown that 7, is a Fredholm relation. Hence there exists m €
Z. such that the family % admits an exponential dichotomy on Z,, ; with some
splitting pair Py, Q4 : Zy, + — End X.

Passing if necessary to a similar operator S(—m)25(m) defined by means of the
operator-valued function Uy, (n) = U(n — m) for n € Z (see Remark 5.3 in §5.2),
we now assume that m = 0.

Let us prove the Fredholm property of the operator @;’(_1) = Pr _ defined in

_ by formula (1.9), where E = F = U(0)~! Im P (0), with domain

D(Zp,-) ={z € Z_ | a(~1) € U(0)"(Im P1.(0)) = F}.
We consider the subspace .Z° of .7 (Z, X) defined by
FO ={zec Z(Z,X)|x(k)=0, k>1, 2(0) € Ker Q. (0) = Im P, (0)}.
We claim that Im P _ = {y € .Z | y is the restriction of some sequence y in

Im2nNZ°}.
Let y € Im 2 N.#°%. Then there exists a sequence z € .% (Z, X) such that

y(n) = z(n

) —
Then P, (0)y(0
ities z(n) =

Umz(n=1), n<0;  yn)=0, n=1  y(0) € ImPy(0).

) =y(0) = P4 (0)z(0) — PL(0)U(0)z(—1). It follows from the equal-
U (n,0)x(0), n > 0, and the fact that % admits an exponential
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dichotomy on Z. that z(0) € Im P, (0). Since y(0) € Im Py (0), from the equality
2(0) — y(0) = U(0)x(—1) we get that U(0)x(—1) € Im P, (0), that is, z(—1) € F.

Now let y— € ImPp_. Then there exists a sequence z_ € .#_ such that
z_(—1) € Fand y_(n) =z_(n) —U(n)z_(n — 1), n < —1. Let z(n) = z_(n) for
n < —1 and z(n) = U(n)x(n — 1) for n > 0. Clearly, Pz = y € F#(Z,X), where
the restriction of the sequence to Z_ \ {0} is equal to y_.

It follows from the above equality and Remark 5.1 that Im 2 _ has finite codi-
mension in .%_ not exceeding codim Im 2.

We now prove that the kernel Ker Zr _ of the operator Zr _ in question is
finite dimensional. Let zp € Ker Zp _. Then zo(—1) = Z(0,n)zo(n), n < —1,
where U(0)xo(—1) € Im P;(0). We consider the sequence Zp, € .#(Z,X) such
that ZTo(n) = zo(n) for n < —1 and Zo(n) = Z (n,0)U(0)x(—1) for n > 0. Since
U(0)x(—1) € Im P;(0), it follows that Ty decays exponentially as n — co. Hence
Zo € F(Z,X). We see from the construction of the sequence that zy € Ker 2, so
dim Ker Zr _ < dimKer 2 < oo by the above.

Thus we have shown that P _ is a Fredholm operator. In view of Remark 5.1,
% is a non-singular family on —oo, that is, there exist a,b € Z, a < b, such
that % admits an exponential dichotomy on Z_ , and Z; 4 with splitting pairs of
projection-valued functions P_,Q_: Z_ , — End X and Py,Q4: Zp + — End X.
In this case it was proved in [43] for the operator 2 acting in any of the spaces
IP(Z,X) with p € [1,00] and ¢o(Z, X) that the node operator A ,: ImQ_(a) —
Im Q4 (a) defined by (1.20) is Fredholm. The proof in [43] also goes through without
modification for the restriction of Z to the subspace .#.(Z, X ), which is Z-invariant.
The Fredholm property of .45, also follows from Theorem 1.12. From [43] and
Theorem 1.12 we see that the conditions of this theorem are sufficient. (This also
follows from Theorem 5.3 below.) O

5.2. Proof of Theorem 1.12. Now (and throughout the rest of this section)
we assume that the family %;: Az — End X is non-singular at 4+oo, that is, the
following assumption holds.

Assumption 5.1. For some integers a and b with a < b the family %y admits an
exponential dichotomy on Z_ , and Zy+ with splitting pairs of projection-valued
functions P_,Q_:Z_ o, — End X and Py,Q4: Zy+ — End X.

We consider the node operator
Moot ImQ—(a) — Im Q4 (b), Napr = Q4 (0)% (b,a)r, z€ImQ_(a)

The following remark shows that we can limit ourselves to the case a = —1, b = 0.
Remark 5.3. The operator (S(b)2S(—b)x)(n) = z(n) — U(n + b)z(n — 1), n € Z,
x € F(Z,X), is similar to 2, so

Stiny (2) = Stiny(S(b)ZS(-b)).

The family of evolution operators %4, constructed for the functions Uy(n) = U(n+b),
n € Z, b € Z, admits an exponential dichotomy on Z_ and Z,,_ ., where m = b —a,
with splitting pairs Py(n+0b), Q+(n+b), n € Z. We now apply Theorem 5.1 to the
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difference operator S(b)25S(—b), and conclude that it (and therefore also the oper-
ator Z) has the same set of invertibility states as the operator 2 € End.Z(Z, X)
constructed using the functions Up,(n) = U(mn +b)---U(mn —m + b+ 1) =
U (mn+b,m(n—1)+b). The corresponding family of evolution operators 52?; has
the form

Ug(n.k) = Ug(b—a)n+b,(b—a)k+b), k<n, knécZ (5.3)

The family (5.3) admits an exponential dichotomy on Z_ _; = Z_ \ {0} and Z,
with splitting pairs of projection-valued functions
ﬁ_,@_:Z_\{O}HEndX, ]5+,©+:Z+HEndX,
Bn)=P(b—apn+b), n<—-1,  Pi(n)=Py(b—am+b), n>1,
Q-=I1-P., Qi =1-P;.

The node operator defined by the family U Az — End X, has the form

N ImQ_ (1) = Im Q4. (0),
N1 = Q4 (0)%(0,~)a = Qy(b)%(b,a)r = N a, = €ImQ_(a) =TmQ_(0),

that is, it coincides with the node operator .44 ,. Thus, Sti,(Z) = Stinv(é) and
'/%2,(1 =N

As follows from this observation, we can assume without loss of generality that
this family % of evolution operators admits an exponential dichotomy on the sets
Z_\{0} and Z , with splitting pairs P_,Q_: Z_\{0} — End X and P, Q1 : Z; —
End X and with the node operator

N ImQ_(~1) > mQ4(0),  AHa=Qi (U, zeQ_(-1),

where we take into account that % (0, —1) = U(0).

Precisely these conditions on %, established with the help of the node operator,
were assumed to hold in [43], in the investigation of a difference operator 2 €
EndI?(Z,X), p € [1,00]. Since the proofs of most of the results in [43] also hold
for the operator & in a homogeneous space, we use some of these results in what
follows.

Theorem 5.2. Suppose that Assumption 1.1 with Q¥ = 0 holds for a family
Uy: Az — End X. Then the operator 9 has a continuous inverse.

Proof. By Remark 5.1 above we can limit ourselves to the case a = —1, b = 0. We
represent the matrix (5.1) of the operator 2 € % (Z, X) as

2= 0\ _ (297 0 I 0\ (I ©

20 27) \0 I)\2 I)\0 2%)°
In this factorization of & each factor has a continuous inverse operator (by the
conditions @_ = 0 and @+ = 0). Hence so does 2. [
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We consider the linear operator K: Ker 4 — Ker & defined by

-1

%d(n? —1).’1)0 = %d(nv —1)Q7(_1)l‘0, n . 5 T € Ker ¥ .
n b

(o)) = {%d(n,O)U(O)xo,

<
>
(5.4)

Theorem 5.3. The operator K is well defined and bounded, and it realizes an
isomorphism between the subspaces Ker A" and Ker 9.

This is a consequence of Theorem 4 in [43]. Note that if o € Ker 2, then

because there is an exponential dichotomy for % on Z_ \ {0} and Z,, there exist
[n|

constants My > 0 and ¢go € (0,1) such that ||xo(n)|| < Mogy ', n € Z. Therefore,
the kernel Ker Z of the operator is independent of the choice of the homogeneous
space & (Z,X).

Lemma 5.2. Let Ker A4 C ImQ_(—1) be a complemented subspace of Im Q_(—1),
and let

ImQ_(—1) =Ker A4 & X7, (5.5)

where X1 is a closed subspace of Im@Q_(—1). Then
F(Z,X)=Ker 9 ¢ F, (5.6)

where Fy = {z € F | x(—1) € X1} and X; = X; & Im P_(—1).

Proof. It suffices to verify that the representation (5.6) follows from (5.5) and the
representation (5.4) for sequences in Ker 2.
We introduce the operator & : % (Z,X) — F(Z,X) by

_17
0,

Ua(n, —1)Q—(=1)z(-1),

Ua(n,0) P (U (0)Q—(~1)(-1), re F(2.X).

VA

n
n

(z)(n) = {

It follows from the definition that &/ € End.#(Z, X) and &2 = &, that is, o/
is a projection. In particular, Im <7 is a closed subspace of #(Z, X). O

Lemma 5.3. The equality &/x = x holds for each x € Ker 9.
Proof. Let © € Ker 2. Then (5.4) shows that

#(n) = {%d(n,—l)Q(—l)xm

< _17
Wa(n,0)U (0)xo, >

n
n =0,

where zg € Ker .4 and

(Ax)(n) = Ui(n,—1)Q_(—1)x,
() (n) = %a(n,0) P+ (0)U(0)Q-(—1)zo = Za(n, 0)U(0)Q—(—1)zo,

VoA
QL

3 3
e

Hence &2z = z. O
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Assume that .#(Z, X) has a decomposition
F(L,X)=Ker 9 ¢ F, (5.7)

where 7 is a closed subspace of .#(Z, X). Then we see from this decomposition
and Lemma 5.2 that

Im o/ = Ker 2 @ F. (5.8)

Since o7 Ker 2 = Ker 2, it follows that % is a closed subspace of Im &7. Let
Ap: Im&/ — Im Q_(—1) be the operator defined by Apx = z(—1) € ImQ_(-1),
x € Im.o/. Tt follows from the representation for Im .o/ that Ag is an isomorphism.
Applying AO_1 to both sides of (5.8), we obtain

ImQ_(—1) = Ker A @ Ay (Fo). (5.9)

Thus we have proved the following result.

Lemma 5.4. Assume that the kernel of 2 is complemented in % (Z, X ) (the decom-
position (5.7) holds). Then the kernel of the node operator A is complemented in
ImQ_(—1) and (5.9) holds.

Let us return to the matrix representation (5.1) for 2 with respect to the decom-
position .#(Z, X) = .%_ & .%,. It shows that we have the following result (see the
proof of Theorem 1.15 and Theorem 5.1).

Lemma 5.5. The equalities

Im2_=Im92nN.%_,
Im 24 + Yo(Ker 9_) =Im 2}, 9}, € LRC(Z,)

hold with E = U(0)(ImQ_(—1)). The subspace Im Z is closed if and only if the
range Im 9;5 of the relation @g is closed.

We note that under the assumptions of Lemma 5.5 the relation @;5 is defined
by (1.10), where a = 0 and the subspace E of X is not necessarily closed.

Lemma 5.6. If Im @g is a closed subspace of F,, then the subspace E C X is
closed.

Proof. Let (x,) be a sequence of vectors in F converging to g € X. Then the
sequence Z,, € Z4 with 7,,(0) = x,, and ,,(k) = 0 for k > 1 belongs to Im 2} and
converges to the vector Ty € % with Z(0) = 2 and ZTo(k) = 0 for £ > 1. Hence
Tg € Im@jg, so that g € . [J

Lemma 5.7. The following equivalence holds:

Im9=Im%? < ImA =ImA.

Proof. Let In 2 = Im 2. Then it follows from Lemma 5.5 that Im 2} is a closed
subspace of #,, and E is closed in X by Lemma 5.6. Since the family % admits
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an exponential dichotomy on Z,, it follows from Theorem 1.11 that Stinv(@}}') =
Streg(Im P, (0), E). Therefore, the subspace Im Py (0)+ E is closed (see property 4)
in Definition 1.4). The fact that Im .4 is closed follows from the representation of
the subspace Im P, (0) + E in the form

Im P4 (0) + E = Im P, (0) + Im(U(0)Q_ (—1))
= Im P4 (0) + Im (P4 (0)U(0)Q—(—1)) + Im A" = Im Py (0) & Im A,
(5.10)

Conversely, let Im.#/" = Im.#". Then Im P, (0) + E is a closed subspace of
X by the same Theorem 1.11. Hence Imn%r = Im%rp = Im2 N %,. Since
Im2N.Z_ = %_, the subspace Im Z is closed in Z(Z, X). O

Lemma 5.8. If Im 2 is a closed subspace of F(Z,X) and
F(2,X)=Im 2 & Z, (5.11)

where F is a closed subspace, then Im A" is a closed complemented subspace of
Im @ (0).

Proof. That Im .4 is closed follows from Lemma 5.7. Let &_, &, be a pair of
projections realizing a decomposition #(Z,X) = #_ @& F,, which means that
Im Z+ = F=. Then

Fy=Im 9} & P (F) (5.12)

by Lemma 5.5 and (5.11), where &, (%) and Im &}, are closed subspaces. Since
the family % admits an exponential dichotomy on Z, it follows from Theorem 1.11
that Stiny (Z}) = Streg(E, Im P4 (0)). Then (5.12) and property 6) in Definition 1.4
show that E + Im P, (0) is a closed complemented subspace of X (it is closed by
Lemma 5.6). The representation (5.10) for E + Im P;(0) shows that Im .4 is
complemented in Im Q4 (0). O

Lemma 5.9. If Im .4 is a closed complemented subspace of Im Q4 (0), then Im &
is closed and complemented in F(Z,X).

Proof. By Lemma 5.7 the subspace Im .@g is closed, and therefore F is a closed sub-
space of X. Since Im .4 is complemented in Im @4 (0), the subspace E + Im P, (0)
is closed and complemented in X by equalities (5.10). Hence Theorem 1.11 gives
us that Im @;5 is complemented in %, and therefore Im & is complemented in
F(Z,X) by Lemma 5.5. [

Proof of Theorem 1.12. For the kernels of 2 and .4, properties 1)-3) in Defi-
nition 1.1 hold (or do not hold) simultaneously by Theorem 5.1 and Lemmas 5.1
and 5.4. Lemmas 5.7, 5.8, and 5.9 show that the other properties in Definition 1.1
also hold simultaneously for our operators 2 and A3 . O

Theorem 5.4. Suppose that a family of evolution operators %g: Ay — End X
satisfies Assumption 1.2. Then

Stiny(Z) = Streg(Im Q_ (0), Im P4 (0)).
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The operator 9 is (semi-)Fredholm if and only if the subspaces Im Q_(0), Im P, (0)
form a (semi-)Fredholm pair. If 9 is (semi-)Fredholm, then

dim Ker 2 = dim(Im Q_(0) N Im P4 (0)),
codim Im .Z = codim(Im Q_(0) + Im P, (0)),
ind % = ind(Im Q_(0),Im P4 (0)).

Proof. We have a = b = 0, so the node operator .4 has the form
A ImQ_(0) - ImQ4+(0), Az=Q+0)z, zclIm@_(0).

All the results in this section which relate to the kernels and ranges of & and A
are valid, therefore

Stiny(2) = Stiny (A).

It follows directly from the form of .4 and Definitions 1.1 and 1.4 that
Stiny (4) = Streg(Im Q—(0),Im P, (0)). O

6. Almost periodicity criteria for solutions of differential equations

When we investigate the differential equation (1.1) with constant operator coef-
ficient A(t) = A: D(A) € X — X which is the generator of a Cpy-semigroup
U: Ry — End X ([11], [12], [45], [46]), methods of harmonic analysis are especially
important.

We give several definitions used in what follows.

Let T: R — End 2" (where £ is a complex Banach space) be a strongly con-
tinuous isometric representation. We treat the Banach space L'(R) = L!(R, C) as
a Banach algebra with convolution of functions as multiplication. The formula

fx= / f(OT(—7)xdr, feL'R), zclX,
R

endows the Banach space 2~ with the structure of a Banach L!(R)-module (see
[46]-[48]). Let f: R — C denote the Fourier transform of a function f € L!(R).

Definition 6.1. The Beurling spectrum of a wvector z in 2 is the set
A(x) ={Xo €R| fo #0 for any f € L'(R) such that f(\g) # 0} of real numbers.

Below we use some properties of the Beurling spectrum of vectors in 2~ (see [46],
[47] for details).

Definition 6.2. Let Ao € R. A bounded net of functions (f,) in L'(R) (where «
ranges over a directed set §2) is called a Ag-net if

1) E(O) =1 for each a € Q;
2) lim f, * f = 0 for any f € L'(R) such that f(\o) = 0.
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Here are examples of \g-nets in the algebra L'(R): g, (t) = fa(t) exp(iXot) and
Ya(t) = pa(t) exp(iot), o > 0, where the O-nets (f,) and (@) are defined by

falt) = {g‘eXp(at)’ i i 8 a0, 6.1)
Pal(t) = {(()2(1) ’ i ; {:Z’Z}’ o> 0. (6.2)

Here for (f,) the set @ = (0,00) is oriented in the descending direction and for
(¢«) in the ascending direction.

Definition 6.3. A number ) in the Beurling spectrum A(zg) of a vector g € 2
is called an ergodic point in the spectrum of xg if the limit lim f,x exists for some
Ao-net (f,) in L'(R) (and therefore for any Ag-net).

The set of ergodic points of xg € £ is often denoted by Aerg(x0). We call the
set
Ap(z) = { o € Aerg() | lim foz =29 # 0
for some A\g-net (fy)}

the Bohr spectrum of x € 42 . Since this limit is independent of the choice of the
net (fo) in L*(R) (see [47], Chap. II), it follows that
« et
lim 2a_1/ T(s)e ™ ds = lims/ e STT(1)e” M adr
0

5
a—00 —a e—0

oilgnio eR(e +i)\iA)x, (6.3)
where iA: D(A) ¢ X — X is the generator of the group T: R — End 2 of
operators under consideration. Note that 0(A) C R and that the nets used in (6.3)
are defined by (6.1) and (6.2).

Definition 6.4. A vector x € 2 is called an almost-periodic vector if its orbit
{T(r)x, 7 € R} is precompact in 2 .

The set of almost-periodic vectors in 2" is a closed subspace of 2", which we
denote below by AP(Z") = AP(Z',T). Notions and results on almost-periodic
vectors can be found in [47] and [48].

If 2 € AP(Z'), then let © ~ 37, ) () @x denote the Fourier series of the
vector x. The vector xx, A € Ag(x), is defined by z) = lim f,z for some A-net
(fa). We remark that the set Ap(x) is finite or countable and

T(r)xy = exp(iAT)T ), TeR, XeAgp(x). (6.4)

If 2o is a closed submodule of £ which is invariant under the operators T'(¢),
t € R, then the quotient space 2/ % can also be endowed with a Banach module
structure by means of the representation T'(¢t)z = T(t)x = T(t)x + Zo, that is,

fx = fa for each x € 2. The Beurling spectrum A(Z) of the equivalence class
T =z + %) containing x will be denoted by A(x, Zp). If 25 = AP(Z"), then we
call A(z, Zo) the non-almost-periodicity set of the vector x € 2.
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Theorem 6.1 [48]. For a vector x € 2 assume that A(x, AP(Z")) is finite or
countable. Then x is almost periodic if and only if each limit point of A(x, AP(Z"))
is ergodic for x. In particular, if A(x, AP(Z")) has no finite limit points, then
x € AP(XZ).

Now let 27 = Cp (R, X)/Co(R, X). Acting on 2" is the strongly continuous
group of isometric operators

T(H)F = Stz = Stz + Co(R, X),  teR.

Therefore, using the representation T, we can endow Z  with the structure of
a Banach L!(R)-module.
This module structure is defined by the formula

o7 = 57T, (w*x)(t)zéw(t—s)x(s)ds, LER, (6.5)

where ¢ € L'(R), z € Cy 4, and T = z + Cp(R, X).

Remark 6.1. We can extend each z4 € Cy (R4, X) to a function z € Cp (R, X)
so that lim;,_ x(t) = 0. Then the (equivalence) class of T € 2" is independent
of such an extension to R, and thus the Banach space Cj (R4, X)/Co(R4, X) is
isometrically embedded in 2" = Cy (R, X)/Co(R, X) as a closed submodule, which
we denote by Z7. The group of operators T'(t), t € R, is well defined on 2.

Let J be one of the intervals R} and R.

Definition 6.5. A function = € C,,,(J, X) is said to be almost periodic at infinity
(at 00) if T € AP(Z") (z € AP(Z4) if x € Cp (R4, X)). The set of functions in
Ch(J, X) which are almost periodic at infinity will be denoted by AP, (J, X).

Definition 6.6. A function z € Cp (I, X) is slowly varying at infinity (at oco) if
S(t)x —x € Cy(J, X) for each t € J.

The set of functions in Cj ,(J, X) slowly varying at oo, which we denote by
Csr,00(J, X), is a closed subspace. One example of a function in Cyp (R, C) is
z(t) = sinln(1 + ¢?), t € R.

From the definition of the Beurling spectrum of a vector and Definition 6.6 we
obtain the following result.

Lemma 6.1. A function x € Cy,,(J, X) is slowly varying at infinity if and only if
one of the following two equivalent conditions is fulfilled: 1) A(z) = {0}; 2) fz =
f(0)Z for each f € L*(R), where T is the class in % containing x.

We note that the subspace Cypo0(R+,X) coincides with the set of functions in
Ch (R4, X) which are stationary at infinity (see the definition in [7], Chap. III, §6).

Definition 6.7. Let z € AP, (J, X) and let

z~ Zyna AB(-%) = {)\la)\Qa e }a A(yn) = {/\n}>

n>1
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be a Fourier series of a class T € AP(Z"). Then the series

x ~ Z Ty, (6.6)

n>1

where z,, is a representative of the class y, € AP(Z), is called a Fourier series
of .

We note that for a function x € AP, (J, X) its Fourier series (6.6) is not unique.
It follows from (6.5) and Lemma 6.1 that each function z,, n > 1, has a represen-
tation @, (t) = 22 (¢) exp(iA,t), t € R, where 20 € Cyp o0 (J, X).

Hence the following result holds (here we use Theorem 3.67 in [47]).

Theorem 6.2. A function © € Cy,(J,X) is almost periodic at oo if and only
if for each € > 0 there exist functions x1,...,z, € Cp (I, X) representable as
zi(t) = 20 (t) exp(idgt), t € R, with A, € R and 29 € Cy.00(R, X) such that

n

a(t) = Y af(t) exp(i)\kt)H <e
k

=1

sup
tel

We pass to the differential equation (1.1) with function f € AP, (J, X) and con-
stant operator coefficient A(t) = A, t € J, which is the generator of a Cy-semigroup
U: Ry — End X. By a bounded (weak) solution of this equation we mean a func-
tion z € Cy(J, X) satisfying

2(t) = U(t — 5)2(s) —/ Ult—7)f(r)dr, tsel, s<t, (6.7

so that z € D(Z) with ¢ = —d/dt + Aif ] =R, and x € D(ZL5) if J =R,;. Tt
follows from (6.7) that © € Cy,(J, X). Consequently, the subspace Cj,,(J, X) is
invariant under the operator . (if J = R) or £ (if J = R;). In what follows we
take the restrictions of these operators to Cy ., (J, X), denoting them by the same
symbols .£ and Zx.

Theorem 6.3. For each solution xo€ Ch (I, X) of the differential equation (1.1)
with | € APoo(J, X),

A(Fo, APs (I, X)) C o(A) NiR. (6.8)

The function xq is almost periodic at infinity if c(A) NiR is finite or countable and
each limit point of the set A(To, AP~ (J, X)) is ergodic for the class xo + Co(J, X).
In particular, xg € APy (J, X) if the set o(A) NiR has no finite limit points.

Proof. First let J = R. We choose \y € R such that A\g > «, where a is the number
in the definition of the family of evolution operators (see §1). Then the oper-
ator . — Aol has a continuous inverse, and this inverse B = (£ — \I)~! €
End Cy (R, X) has a representation Bx = G * z, v € Cp (R, X), where Go(7) =
U(r)exp(—=Ag7) for 7 > 0 and Go(7) = 0 for 7 < 0. Thus, B commutes with the
convolution operators:

B(p*x) = ¢ * Bz, o€ L'(R), z€Cy,(R,X).
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Therefore, £ has the same property. In particular, ¢ * z¢o € D(.¥) and
Llpxxg) =p* [ € AP (R, X) (6.9)

for each ¢ € L'(R). Let iu ¢ o(A) NiR, where po € R. Then the resolvent of A is
defined in a neighbourhood iV, C iR of the point iug. Let [ug — d, o + do] C Vo,
where §9 > 0. We take an infinitely differentiable function @y: R — C such that
©o(po) # 0 and supp @o C [po — 6, o + 0]. It is the Fourier transform of some
¢o € L*(R), and the function

ﬁ()\) — @O(A)R(i)\,A), A\ E [NO — 8, o + (5],
0, A ¢ [po — 0,10 + 9],

is the transform of some integrable function F: R — End X. Then from (6.9) we
obtain

Therefore, it follows from the definition of the non-almost-periodicity set that
Ho ¢ A(%Oa APOO(R7X))

Thus, we have proved (6.8) for functions on R.

Now let J = Ry, so that .,2”; zog = f. We take a continuously differentiable
function ¢: R — R such that suppy C [1,00) and ¢ = 1 on [2,00). In what
follows, ¢zo will be a function vanishing on R_ and equal to the product of ¢
and zg on Ry. Then pzy € D(Z) and Z(pxo) = vz + @f, where ¢f is set equal
to zero on R_. We have thus reduced the case J = R to the previous case. [J

Theorem 6.4. Let U: Ry — End X be a uniformly bounded semigroup, let o(A)N
iR be a finite or countable set, and let xyg € X. The function z: Ry — X, z(t) =
U(t)xg, is almost periodic at infinity if the limit limg<._o eR(e+iXg, A)xo exists at
each limit point i\o of the set o(A) NiR.

Proof. This follows from Theorems 6.3 and 6.2, with g, (t) = fa(t) exp(iAot), a > 0,
as the Ag-net, where (f) is the net in (6.1). O

Theorem 6.5. Let U be a uniformly bounded semigroup and let o(A)NiR be a finite
or countable set. Then U is strongly stable if and only if one of the following
conditions is fulfilled:
1) limg<c—o €R(iNg+€, A)xg = 0 for each vector xg € X and any iXg € o(A)NiR;
2) the conjugate operator A* has no eigenvalues in iR.

Proof. This result, obtained in [49] and [50], is a consequence of the ergodic theorem
stating that conditions 1) and 2) are equivalent (see, for instance, Theorem 2.2.6
in [47]). O

7. Comments on the main notions and some of the results in §§ 2—6

First we point out several additional results. In [51]-[58] the authors investi-
gated difference and differential inclusions and gave a description of the spectra of
differential and difference operators in weighted spaces (see [54]-[58]). Estimates
for the norm of the inverse operator of . = %, and applications to the proof of
the Gearhart-Priiss theorem were presented in [59]-[72]. The method of similar
operators was applied to the splitting of differential operators in [73]-[80].
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7.1. On the choice of spaces and terminology. The spaces LP? = LP4(R, C),
1 < p, g < oo, were first considered in [81], where they were called ‘amalgams’
of L? and ¢? (and denoted by (L%,¢P)). The idea of such spaces was proposed
by Wiener in the following cases: the spaces L*! and L°2 were defined in [82]
and the spaces L1'* and L°>! were defined in [83]. For this reason authors often
call them Wiener amalgam spaces. The space SP(R,C), p € [1,00), which is iso-
morphic to L*P(R,C), was used by Stepanov [84] in his definition of the space
of almost-periodic functions AP(S?). The paper [85] contains several interesting
results on harmonic analysis in the spaces LP'? and investigates their dual spaces.

If X is a Hilbert space, then the Hilbert space L?(R, X) = L? can be quite useful.
For instance, if £ = —d/dt+A: D(¥) C L?> — L?, then Theorem 10.2 in [59] gives
the precise value of the norm of #~!, which enabled us in [59], § 10 to give explicit
estimates for the quantities |2 ~!||, in all the spaces LP(R, X) and SP(R, X) with
p € [1,00].

The first result on the equivalence of the property of continuous invertibility
for an ordinary differential operator ¥ = —d/dt + A(t): D(¥) C L*(R,C") —
L?(R,C") with A € Cy(R,EndC"™) to the property of exponential dichotomy for
the family of evolution operators % : Ag — End C" constructed for A (for the
differential equation (1.2)) was obtained in [26] (see also [86]).

In [87] the differential equation (1.1) was considered in general function spaces
like the homogeneous space & (R4, X). If X is a non-reflexive Banach space, then
LP(R, X)*, p € [1,00), is not isomorphic to the space LY(R, X*) with g~ +p~!t =1
(see [88]). Hence there is a problem regarding the use of conjugate operators for
the analysis of the differential operators in question.

The use of difference operators and relations made it possible to apply the
machinery of conjugate operators and relations. In [10] Henry used a family of
difference operators to study a differential operator. In [89] a (single) difference
operator Z € End .% (Z, X)) was used to investigate the correctness of the operator
L =%, DL CcFRX)—FR, X)e{C(R,X),SP(R, X)}.

In almost all the author’s papers cited, starting with [90], [13], and [14], the
analysis of differential operators was carried out with the help of corresponding
difference operators and difference relations (see also [91], [27], [29], [92], [54]-[58]).
The spectral theory of linear relations was used in the process. Difference relations
were first used in [19], where we introduced the relation 25, € LRC(.F(Z+, X)) to
investigate the operator .25 € LRC(.Z (R, X)).

It should be pointed out that in the proof of Theorem 1.15, which is based on
the representation (8.1), we make essential use of the relation 2} for a suitable
subspace E and of the difference operator Zp _, whose domain is not dense if
F#X.

Definitions 1.1-1.5 were significant for the statements of the central results in
this paper. The first of these definitions, in a very similar form, was given in [19]
and the monographs [31] (Definition IT1.6.1) and [34].

We remark further that the spectral theory of linear relations is also used in
solvability problems and the construction of solutions to the Cauchy problem with
x(0) = ¢ for the differential equation

Fi(t) = Gz(t), t>0,
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where F,G € Hom(Z', %) (2 and % are Banach spaces) with Ker F' # {0}. Tt
was shown in [30] that the Cauchy problem for this equation is solvable if and only
if the Cauchy problem with z(0) = x¢ is solvable for the differential inclusion

z(t) € L x(t), teRy,
where &7 = F~1G is a linear relation on 2.

7.2. Comments on the central results. Most properties of the operator XE
and the relation 2}, in Theorem 1.3 (see equality (1.12)) were established in [19].
In Theorems 4.1 and 4.2 we establish properties not proved in [19].

Theorems 1.7-1.11 contain some of our central results in this paper. Results very
close to these were presented in [19], but they were obtained under an additional
assumption. For a reflexive space X and for invertible operators % (t,7), 7 < t,
7, t € Ry, the statement of Theorem 1.9 was obtained in [27] for the operators
.i”{‘g} and .Z5. Theorems 1.7-1.11 are particularly important when the family
of evolution operators (the ‘coefficients’ of the differential operator) is stationary
at +o0o. Theorems 1.7-1.10 can be used for substantiation of the finite section
method [93]-95].

Theorems 1.12-1.16 are among our most important results in this paper. In the
proofs of Theorems 1.12 and 1.13 we make essential use of the results obtained for
the operator 5 and the relation @E.

In [96] Didenko considered the spectral theory of differential operators in function
spaces on a finite interval.

We remark finally that the state of the theory discussed here up to the year 1999
was described in [18]. That monograph gave details of the history of this theory,
and for the theory of differential operators presented the first results obtained with
the use of difference operators (the results in the present author’s paper [14] were
expounded). The notion of a function slowly varying at infinity defined on a locally
compact Abelian group was introduced in the paper [98].

8. Examples

Example 8.1. Let A: J — End X, where J € {R;,R}, be in the Stepanov space
S1(J,End X). Then (see |7]) there exists a family of evolution operators % : JxJ —
End X solving the Cauchy problem (1.2), (1.5) and representable as % (t,s) =
Ut)U(s)7Y, s,t € J, where the operator-valued function U:J — End X (the
Cauchy function) solves (for almost all ¢ € J) the operator differential equation

X4+AHX =0, tel, X(0)=1I.

The results in this paper include the corresponding results from [6] and [7], but some
of them are new, for example, results of the analysis of the operator Zg: D(ZLE) C
F Ry, X) — F (R, X) (the operators Loy and Lx were treated in [6] and [7]).
Since the operators U(t), t € J, have continuous inverses, an exponential dichotomy
for the family % on some infinite interval (—oo, a] or [b, c0) implies an exponential
dichotomy for % on any interval of the corresponding form (—oo,a’] with o’ > a
or [b/,00) with &’ < b, respectively. Thus, in studying the operator £ = —d/dt +
A(t): D(&) ¢ F(R4,X) — F(Ry, X) under the assumption of an exponential
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dichotomy for the family %7 : R x R — End X on the intervals (—oo, 0] and [0, c0) it
is natural to turn to Theorem 1.14. In particular, this theorem yields the following
result of Pliss [97], which is often used in the theory of dynamical systems (we state
it using the terminology of our paper).

Theorem 8.1. Let dim X < oo and let % : R x R — End X be a family admitting
an exponential dichotomy on R_ and R with splitting pairs Py, Q+: Ry — End X
of projection-valued functions such that Im Q_(0) +Im P, (0) = X. Then the oper-
ator £ = —d/dt + A(t): D(Z) C Cp(R, X ) — Cp(R, X)) is surjective.

Example 8.2. Consider equation (1.1) with X = L?*(Q,C) and Q a bounded
domain with smooth boundary in R™. The family of linear differential operators

A(t): HM(Q) N H>™(Q) C La(Q) — La(Q), telJec{R_,R;}

(where H*(Q) and H?™(Q) are Sobolev spaces, m > 1; see [5]) is defined in terms
of the family of differential expressions

(y)(n) = Y aalt,u)(Dy)(u),  t>0,

lal<2m

and the Dirichlet problem on the boundary 92 of Q2. The functions a,: Ry xQ — C,
where |a| < 2m, belong to the space Cy (R, C*(Q)) with k € N sufficiently large
and are Lipschitz continuous with respect to the first variable. Moreover, assume
that the family of differential expressions ¢4, ¢t > 0, is uniformly elliptic.

It follows from our assumptions that the elliptic operators A(t), t € J, are the
generators of analytic operator semigroups. Furthermore, the hypotheses of the
Sobolevski-Tanabe theorem hold, and therefore the Cauchy problem on J is well
posed and there exists a family of evolution operators % : Ay — End Ly enabling
the Cauchy problem to be solved. Thus the operator . = —d/dt + A(t) is
defined in any homogeneous function space % (R, X), and we can apply the results
obtained here to this operator.

We note also that all the operators Z (¢, s), s < t, s,t € J, are compact. Suppose
that Assumption 1.1 holds for the family %. Then ImQ_(a) and Im Q4 (b) are
finite-dimensional subspaces of Lo(f2), and therefore .¥ = —d/dt + A(t): D(.L) C
F(R,X)— F(R,X) is a Fredholm operator if J = R.

Example 8.3. Let A: D(A) C X — X be the generator of a strongly continuous
operator semigroup U: Ry — End X. We consider the differential equation (1.2) for
t € J € {R4+,R}. The corresponding family of evolution operators % : Ay — End X
has the form

U(t,s)=T(t—s), s<t, s,tel.

By Theorem 1.5 the differential operator

£ = —% —A: D(Z) C F(R,X) — F(R, X)

has a continuous inverse if and only if the difference operator 2 € End .#(Z, X)
with (Z2z)(n) = x(n) —T(1)xz(n—1) for n € Z and x € F#(Z, X) has one. It follows
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from the results in [30] that 2 has a continuous inverse if and only if the following
condition holds (this is called the hyperbolicity condition for the semigroup U):

c(UL)NT =g, (8.1)
where T = {A € C | |A\| = 1} is the unit circle. This condition shows that

o(A)NiR = g, sup ||R(iA, A)|| < oo. (8.2)
AER

The conditions in (8.2) do not necessarily mean that (8.1) holds. However, if X
is a Hilbert space, then it follows from the Gearhart-Priiss theorem (see [60], [61],
and [59]) that (8.1) must hold. From (8.1) we deduce the representation

U(U(l)) = Oint U Oout,

where oy = {\ € o(U(1)) | || < 1}. Let Py and P,y be the Riesz projections
constructed for the spectral sets oj,; and ooy, respectively. Then X = Xine P Xout,
where X = Im Py and Xy = Im P,y. The subspace X, is said to be stable,
while X, is said to be unstable.

If =-d/dt+A: D(¥)C FR,X)— Z(R, X) is a Fredholm operator, then
the family %/ admits an exponential dichotomy on R by Theorem 1.16. Then it
follows from [19], Theorem 10.1 that the operator semigroup U is hyperbolic, that
is, (8.1) holds, and therefore . has a continuous inverse.

Example 8.4 (Petrovskii-correct systems of differential equations). Let p(§) =
(Prj)ij=1, € € R", n € N, be a matrix with polynomial entries py;: R" — C,
pr;i(§) = ZIaKNkj aoé®. Here o € N} and a, € C are quantities depending
on k and j. In the Hilbert space the operator A = p(id), 9 = (01,...,0n),
i? = —1, is defined in terms of the Fourier transformation .# as A = .Z ~!p(-).Z.
It is an operator with matrix coefficients and has symbol p. We say that A is
Petrouvskii-correct if for some w € R the spectrum o(p(§)) of the matrix p(§) satis-
fies o(p(§)) C {\ € C|Re X < w} for all £ € R™. In this case A generates a strongly
continuous operator semigroup T: Ry — End Ly(R™) and has domain D(A) equal
to the Sobolev space W4V (R™) of order N. This is a hyperbolic semigroup (the
operator T'(1) has the property o(T(1)) N T = @) when the sets o(p(£)), & € R,
are uniformly bounded away from ¢R. Then the family % (¢,s) = T(t — s), s < t,
s,t € Ry, admits an exponential dichotomy on R,. In this case the stable and
unstable subspaces are infinite dimensional if they are non-zero.

Example 8.5. Let S: LP(R;, X) — LP(Ry, X) = LP be the Wiener—Hopf opera-
tor

(Sx)(t) = x(t) — /000 H(t— s)x(s)ds, teRy, xzelP

with integrable kernel £ : R — End X having the symbol

W) =1 /Rei/\t%(t) dt =1—-NR(\AM, NER, (8.3)



108 A. G. Baskakov

where iA: D(A) CY — Y (here Y is an auxiliary Banach space) is the generator
of a Cy operator semigroup 7: Ry — EndY satisfying o(7(1)) N T = @ (so that
0(A)NR = @). The linear operators M: X — Y and N:Y — X are bounded.
In particular, for X = C™ it was proved in [34], § XIII.4 that if the symbol W
is a rational function, then such a representation holds for some operators A €
EndC", M: C™ — C", and N: C* — C™, where n € N is some integer. Taking
an appropriate Banach space X, we can represent any function W =T — A which
is holomorphic in some domain C, = {A € C | |Im\| < «a} in the form (8.3) with
Y = C. One can easily show (for X = C" see [34] Lemma 18.5.1) that S can be
represented in the form § = I—HNX "M, where M : LP (R, X) — LP(R4,Y) and
N: LP(Ry,Y) — LP(R,, X) are the operators of multiplication by the operators M
and N, respectively, and

d
XE:_%—FZ.A:D(XE—‘F)CLP(R+7Y)—>LP(R+aY)a E =1Im Py,

where P,y is the Riesz projection constructed for the spectral set ooy = {\ €
o(T(1)) | |A| > 1} of the operator T'(1). This representation enables one to establish
the following theorem (for X = C" see [34], Theorem 18.5.3).

Theorem 8.2. Let &5 = %5 —MN = —d/di+A—MN: D(Z;) C LP(Ry, X) —
LP(Ry, X)), p€[l,00]. Then

Ker S = N(Ker Z),  ImS=M"'(Im %)

and S is a Fredholm operator if and only if .:?2{ is Fredholm. Moreover, these

operators have the same index. In particular, S is invertible if and only zf@ is,
and in this case S' = (I —iNZ; " )M

We can now ask a natural question: does the Fredholm property of the operator
&L =%y (or 2) in some space & = Z. imply an exponential dichotomy for the
family %7 The following example answers this question in the negative.

Example 8.6. Let Ag: 2(Ap) C X — X be the generator of a Cy operator
semigroup Tp: Ry — End X such that Tp(1) is a Fredholm operator and
KerTp(1)* # {0}. We look at the function A(t) = Ap for ¢t € [0,1), A(t) = (In2)I
for t € [1,00) and the differential operator £y = —d/dt + A(t) in some
homogeneous function space % = F(Ry,X) such that % = .%.,.  Then
% (1,0) =To(1) and % (n,n — 1) = 21 for n > 2, and the corresponding difference
relation 5 € LRC(F (Z+, X)) is defined by

Ix ={(z,y) € F(24,X) | y(n) = z(n) = 22(n — 1), n>2,
y(1) = z(1) = To(1)=(0)}-
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The family % admits the trivial exponential dichotomy on the set N with P = 0
and @) = I, so we have the representations

(0) € KerTo(1), x(k) =0, k>1},
(1) € ImTy(1)} = Im 7,
(0)—0 &(1) € Ker Tp(1)",
g(n) =27"1¢(1), n > 2} # {0}

Thus, 2% is a Fredholm relation, and it follows from [19], Lemma 8.7 that the
family % does not admit an exponential dichotomy on Z,. It follows from [19],
Lemma 6.2 that the family of evolution operators % : Ag — End X of the form

Ker 7% = {z € F(Z+,X) |
|

Im 77 = {fEJ(Z+, X)

x
f
Ker 7% ={{ € 7'(Z+,X) | ¢

2t=9] 1< s<t< oo,
U(t,s) = To(t—s), 0<s<t<l,
I, s<t<0,

extended to Ag in the natural way (we keep the notation % for the extensions),
admits an exponential dichotomy on R_ and [1,00). However, it does not have this
property on [0,00). In this case the corresponding splitting pairs P_,Q_: R_ —
End X and P;,Q+: Ry — EndX are P. =1, Q- =0and Py =0, Q4 = I.
Hence the node operator

Mot InQ-(0) = {0} — ImQ (1) = X

is zero. Thus, the family of evolution operators % : Agx — End X we have
constructed corresponds to the differential operator £ = —d/dt + A(t): D(¥) C
FR,X) — F(R,X) with A(t) =0 for ¢ > 1. Since A1 is semi-Fredholm,
so is 2y (by Theorem 1.13). The operator .41, is injective, and hence
Ly D(Ly) C F(R,X) — Z(R,X) is an injective operator.

Example 8.7. Let T: Ry — End X be a bounded Cy-semigroup with generator
A such that o(A) N iR = {i\y,...,i\,} is a finite set. From the results in §6 we
obtain the following theorem.

Theorem 8.3. The semigroup T has the representation
t) = Bi(t)e™' + By(t), t>0, (8.4)

where the By € Cp (R4, End X) are operator-valued functions slowly varying
at infinity, and Bo: Ry — End X is a strongly continuous function such that
lim; o0 Bo(t)z = 0 for each x € X.

We note that the functions By, k =1,...,n, in (8.4) can be taken to extend
to C as entire functions of an (arbitrarily small) exponential type such that
lim; o || By, (t)|| =0, k = 1,...,n. This possibility is ensured by Lemma 6.1.

An analogue of Theorem 8.3 holds when o(A)NiR is a countable set without limit
points in ¢R. It should be stressed that the quantities i\q, ..., i\, in the hypothesis
of the theorem do not necessarily belong to different connected components of o(A).
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