Math-Net.Ru

A. V. Arutyunov, Smooth abnormal problems in extremum

theory and analysis, Russian Mathematical Surveys,
2012, Volume 67, Issue 3, 403-457

DOI: 10.1070/RM2012v067n03ABEH004793

Hcmompzosanne Obmepoccuiickoro maremarnieckoro noprasaa Math-Net.Ru moz-
Pa3yMEBAET, YTO BbI IPOUYUTAJIN U COIVIACHBI C IIOJIb30BATEIbCKIM COIVIAIICHUAEM
http://www.mathnet.ru/rus/agreement

[lapaMeTpr 3arpys3ku:
IP: 18.221.97.20
10 amBaps 2025 r., 20:18:30

[=] 2t



Russian Math. Surveys 67:3 403-457 © 2012 RAS(DoM) and LMS

Uspekhi Mat. Nauk 67:3 3-62 DOI 10.1070/RM2012v067n03ABEH004793

To the memory of Evgenii Frolovich Mishchenko

Smooth abnormal problems
in extremum theory and analysis

A.V. Arutyunov

Abstract. A survey is given of results related to the inverse function the-

orem and to necessary and sufficient first- and second-order conditions for

extrema in smooth extremal problems with constraints. The main differ-

ence between the results here and the classical ones is that the former are

valid and meaningful without a priori normality assumptions.
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Analysis of non-linear extremal problems with constraints (problems on a condi-
tional extremum) is based on the Lagrange principle, put forward by Lagrange at
the end of the 18th century. A rigorous substantiation of the Lagrange principle for
a broad class of problems required the serious efforts of many mathematicians and
was mostly completed in the second half of the 20th century (see [1] and the bibli-
ography there). In effect, this marked the end of the classical stage in the develop-
ment of the theory. However, we shall explain below that the necessary first-order
conditions in the form of the Lagrange principle are only meaningful when the
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404 A.V. Arutyunov

constraints satisfy conditions of non-degeneracy (normality). In the abnormal case
the Lagrange principle does not yield information.

The theory of inverse function theorems (more generally, implicit function the-
orems) is a closely related topic. Such theorems provide an important apparatus
for the analysis of non-linear maps and are exceptionally important for theory and
applications. The first inverse function theorems were proved in the second half
of the 19th century, and by the end of the 20th century they had been extended
to a maximally general situation which also includes non-smooth maps. However,
all these results were obtained under the assumption that the map in question is
non-degenerate (normal), which in the smooth case means that the derivative of
the map at the point under consideration defines a surjective linear operator. Thus,
by the end of the last century the classical stage in the development of the theory
was basically complete (see, for instance, [2]). Using two of the problems described,
we shall explain more thoroughly what abnormality means.

The theory of extremal problems. Let X be a vector space. We consider the
problem of minimization with constraints

fo(z) — min, F(z)=0, (1.1)

where F: X — Y = RF is a fixed map, and we seek the minimum of the given
function fo: X — R on the admissible set M = {x € X: F(x) = 0}. For simplicity
we assume first that X is a Banach space (we can even consider X = R") and
that fo and F have continuous second-order derivatives in some neighbourhood of
a point 2o which is a local minimum point in the problem (1.1).! Then the Lagrange
principle holds at xy. To state this principle let us introduce the Lagrange function

Lz, A) = A0 fo(z) + (y*, F(z)), A=y, MNeR, yeY*, (1.2

where the (k + 1)-dimensional vector A = (A% 4*) and its components are called
Lagrange multipliers and the angle brackets, as usual, denote the inner product.?

Theorem 1.1 (Lagrange principle). Let zg be a local minimum point in the prob-
lem (1.1). Then there exists a Lagrange multiplier X such that

—(20,A) =0, AN>0, A#£0. (1.3)
oz

The Lagrange principle brings with it necessary first-order conditions for an
extremum and is very well known (see [1], [3], and others).

We consider two cases. First, let zg be a normal point, which means that
im F'(zg) = Y. (Russian authors often say that the Lyusternik condition holds
at xg, and besides normal the terms non-degenerate and regular point are also
used.) Thus, if the minimum point xo is normal, then \° > 0 by (1.3), and there-
fore, bearing in mind that the relations in (1.3) are positive-homogeneous with
respect to A, we can assume that A’ = 1. In this case a unique Lagrange multiplier

IFor simplicity we make excessive smoothness assumptions in the Introduction.

2The Lagrange multiplier y* is taken in the topological dual space Y* of Y. However, when Y’
is assumed to be a finite-dimensional arithmetic space, we shall identify Y and its dual and treat
the Lagrange multiplier y* as an element of Y.
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exists, has the form A = (1,y*), and satisfies the classical necessary second-order
conditions

%L ,

@(Jco,/\)[a:,x] >0 Ve e X: Fl(zg)r=0 (1.4)
(see [3], § 3.4, p. 287). Here the square brackets denote the action of the bilinear
form.

Now we look at the second case: z is an abnormal point, that is, im F’(z¢) # Y.
Then the Lagrange principle (1.3) holds at this point for A’ = 0 and an arbitrary
y* # 01in the kernel ker F”(z)* of the conjugate operator. This kernel is non-trivial,
because im F'(xzg) # Y. Thus, the Lagrange principle holds automatically at each
abnormal point whatever the functional fy being minimized might be: it is just an
direct consequence of the definition of abnormality. Hence, the Lagrange principle is
of no use when we ask whether an abnormal point is extremal. As for the classical
necessary second-order conditions (1.4), they can fail at an abnormal minimum
point. Here is a simple two-dimensional example:

X=R?  fo(z)=—|z|* — min,

(1.5)

Fi(z) =2 — 23 =0, Fy(x) = 120 =0,
where o = (11, 72) € R?. In this problem g = 0 is the unique point satisfying the
constraints, so of course it is a minimum point. However, conditions (1.4) do not
hold at it for any Lagrange multiplier A satisfying (1.3). We see that the Lagrange
principle gives no information at an abnormal point, while the classical necessary
second-order conditions can fail. Thus, we have the problem of finding meaningful
necessary minimum conditions in the problem (1.1) when no a priori assumption is
made that the point under consideration is normal.

The inverse function theorem. Let F': X — Y be a continuously differentiable
map in a neighbourhood of a point g € X and let yo = F(z0). The question is
whether yo has a neighbourhood V such that for all y € V' the equation

Fx)=y (1.6)

has a solution z(y) such that z(yp) = x¢ and the map z(-) is continuous at yo,
or better, continuous in the whole neighbourhood V. If zy is a normal point,
then the classical inverse function theorem answers this question in the affirmative,
and the map z(-) can be taken to be continuously differentiable. However, this is
no longer so when x is an abnormal point. For example, in a neighbourhood of the
origin the scalar equation x? + 3 = y has no solutions for y < 0, while the equation
2?2 — 23 = y has infinitely many continuous solutions satisfying 2(0) = 0, but all of
them are non-differentiable at the origin, and moreover, they do not even satisfy
a Lipschitz condition. Thus, we have the problem of finding conditions weaker than
normality which ensure that equation (1.6) has a solution z(-) with the required
properties.

The discussion of these two problems and others close to them is the subject of
this survey. We shall focus on the latest progress and mostly leave aside the history
of the problem and earlier results which were subsequently improved. In the next
sections, §§2 and 3, we present necessary first- and second-order conditions for an
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extremum in problems with different types of constraints. Their distinctive feature
is that they make sense and are derived without the a priori assumptions of normal-
ity, and in the normal case they become the classical conditions. The two sections
are different in the approaches they present: in the first approach we obtain results
in terms of the indices of the second derivatives of the classical Lagrange function L,
while the investigations in § 3 are based on the generalized Lagrange function 2.
§4 contains sufficient second-order conditions. Apart from the classical conditions,
we give there sufficient conditions for problems with non-closed image and sufficient
conditions in terms of the function %, for classes of abnormal problems in which
the classical sufficient conditions are automatically degenerate. In §5 we investi-
gate quadratic problems, which present a typical example in the class of abnormal
problems, and we prove several results in the theory of quadratic maps. §6 contains
various versions of inverse function theorems and implicit function theorems. Like
the results mentioned above, they make sense and are obtained without a priori
assumptions of normality, while in the normal case they become the classical results.
In § 7, as applications of the abstract theory presented in §§2 and 3, we obtain nec-
essary second-order optimality conditions in various optimal control problems. § 8 is
devoted to applications of abstract results to bifurcation theory, sensitivity theory,
controllability of dynamical control systems, and the theory of quadratic maps.

2. Necessary second-order conditions
for an extremum. The index approach

An extremal problem with constraints of equality and inequality type.
As before, let X be a vector space and Y = RF. Let f;: X - R, i=0,...,1, be
given functions and f: X — Y a fixed map. We consider an extremal problem with
constraints of equality and inequality type:

fo(z) = min,  f;(z) <0, j=1,...,I,  f(z)=0. (2.1)

Let zp € X be a point satisfying the constraints in (2.1). For simplicity, in what
follows we assume that all the indices corresponding to constraints of inequality
type are active, that is, f;(z¢) =0, j =1,...,1. This involves no loss of generality,
because our considerations are local, so that constraints of the form f;(z) < 0 can
be omitted.

The fixed functions f; and the map f: X — Y are assumed to be smooth in the
following sense. Let .# be the set of finite-dimensional subspaces M C X, each
endowed with the unique topology of a separable topological vector space. Let ||- || ar
be one of the (equivalent) norms generating this topology in M. In the vector space
X we introduce the so-called finite topology: the open sets in X are precisely the
sets having open intersection with each M € .. If X is infinite-dimensional,
then in general the finite topology does not make it a topological vector space,
since addition is generally discontinuous. On the other hand, the finite topology is
stronger than any topology of a topological vector space on X. A local minimum
in the finite topology is the weakest type of local minimum under consideration.

As for f, we assume that it is twice continuously differentiable in a neigh-
bourhood of zy with respect to the finite topology 7. This means that for any
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finite-dimensional linear subspace M the restriction of f to M has continuous sec-
ond derivatives in some neighbourhood of = (depending on M). Thus, there exist
a linear operator A: X — Y, a bilinear map Q: X x X — Y, andamapa: X =Y
such that

1
f(z) = f(zo) + Alz — z) + iQ[fc —zo,x —zo] t oz — )  VzEX,
and for each finite-dimensional subspace M

MHO, r—x9, € M.

lz — @oll,
We denote the maps A and @ by f'(xo) (or %(xo)) and f"(x) (or %(w@) and
call them the first and second derivatives of f. The analogous assumptions hold for
all the functions f;. Smoothness with respect to the finite topology is the weakest
assumption of all those that are usually considered.

It is important to note that the results below will be interesting also in the
case when X = R" and f and f; have continuous second derivatives in the usual
sense. So the reader who is not concerned with the infinite-dimensional context can
assume that X = R™ with no loss of understanding of the general ideas.

Let us introduce the Lagrange function of the problem (2.1):

l
L, ) =Y N @)+ (g7 f@)),  A=0%.. \y), NeR, y ey
§=0

We consider the set of normalized Lagrange multipliers of the problem (2.1) that
correspond to the point xg by the Lagrange principle:

l
oL ; } j %

A(zo) = {/\: 5 (@0, ) =0, N >0 ), ;AJ + |y = 1}. (2.2)

(Note that here we drop the complementary slackness conditions M f;(z¢) = 0,
j=1,...,1, since by our assumption f;(xz¢) =0for j=1,...,1)

For non-negative integers s we introduce the sets As(zo) (some of them can be
empty) of Lagrange multipliers A € A(xp) such that there exists a linear subspace
IT C X (depending on A) for which

. y 0%L
codimII < s, II C ker F'(x0), w(mo, Nz, 2] >0 Vzell (2.3)

Here and in what follows, F' = (f1,..., fi, f) acts from X to R™, and
m==k+1L
We consider the so-called critical cone
H (w0) = {h € X: (fi(x0),h) <0, j=0,....,1; f'(x0)h =0}.

Obviously, it is non-empty and convex (0 € J¢ (zo)).
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Theorem 2.1 (necessary second-order conditions). In the problem (2.1) let xo be
a local minimum point in the finite topology. Then the set A, (xo) is non-empty,
and moreover,
82L( Nz, 2] 20 Ve X (x) A=A (z0) (2.4)
max — (z X, x € X (x = Zg). .
/\E/};( 922 0, y L] =2 0)s m\L0
The proof uses the following construction.

Lower estimate for the upper topological limit of a sequence of subspaces.
If {II;} is a sequence of subsets of a metric space, then let Ls{II;} denote its upper
topological limit, which consists of all the limit points of sequences {x;} with z; € II;
for all 4.

Let X be a Banach space and let {A4;}2; be a sequence of continuous lin-
ear operators from X to Y = R¥. We assume that {4;} converges in norm to
a linear operator A: X — Y. Let M = Ls{ker A;}. Obviously, M is closed and
non-empty (0 € M), and M C ker A. If A is surjective, then M = ker A, but if not,
then M # ker A in general and M is not even necessarily convex.

Theorem 2.2. X has a closed subspace 11 such that
codimII < k, IT C Ls{ker A;}, II C ker A.

This is an immediate consequence of the following result, which is also of inde-
pendent interest.

Theorem 2.3. Let {II;} be a sequence of closed subspaces of X with codimII; < k
for all i. Then there exists a closed subspace I1 C X such that

codimII < k, IT C Ls{IL;}. (2.5)

Theorem 2.3 shows that for each s the set As(xp) is closed and therefore compact
when X is a Banach space and the maps f; and f are smooth. We use this important
property below. We defer the proof of Theorem 2.3 till the end of the section.

Proof of Theorem 2.1. Following [4]—[6], we divide the proof of Theorem 2.1 into
three steps. First (Step I), assuming that X is finite-dimensional, we prove that
A (z9) is non-empty. In Step II we prove the theorem for finite-dimensional X.
Finally, in Step III we prove it in full generality (that is, we drop the assumption
that dim X < 00).

Step 1. Suppose that X is finite-dimensional. Then without loss of generality we
can take X = R". Let § > 0 be such that x( is a minimum point in the problem

fo(x) — min, file) <0, j=1,...,1 flx)=0, | — o] < 0.

We remove all the constraints in this problem (apart from the last one) using the
penalty method. For positive integers ¢ let

!
pi(z) = folz) +i(Z(fj(l‘)+)4 + |f(:c)|4> + |o — x|,

j=1



Smooth abnormal problems in extremum theory and analysis 409
where at = max(a,0), and consider the sequence of minimization problems
vi(x) — min, |z — 20| < &

which we call the i-problems. The i-problem is solvable, since ¢; is continuous and
a closed ball in the finite-dimensional space X is compact. Let z; be a solution of
the i-problem.

We assert that x; — zg. Indeed, since X is finite-dimensional, we can pass to
a subsequence and assume the convergence x; — Z. Let us show that z = zy5. We
have

pi(zi) < @i(zo) = fo(wo) Vi
:>hm fi(z) <0, j=1,...,1, f(z;) =0
:>f]( 7)<0,j=1,....1, f(z)=0
= fo(2) = fo(zo).

Moreover, from the first inequality it follows that
fo(xi) + |zi — 2o|* < fo(wo) Vi
= fo(2) + 1% — zo|* < fo(o) < fo(Z) = & = .

Thus, we have shown that z; — x. Hence, for large ¢ (which are the ones we
consider in what follows) we have |z; —xg| < J, so the i-problem is locally equivalent
to the problem of minimizing a smooth function without constraints, and hence the
necessary first- and second-order conditions in this problem are as follows:

i) =0, @ (zi)[z, 2] 20 V.

Writing them out in detail, we have

L
%(a)‘i, )\z) + K- 4(3% — .%'0)|$Z' — 3?0‘2 =0, (26)
0L i
o Q(xz,)\ Va, ] + 12/@(1 fj x;)" fj x;) a:>|

Jj=

+i|f<wi>\2!f'<xi>x!2+1<z’>|w|2) 0 va,

-
—~
o
BN |
~

where 1(i) — 0 as i — oo and \; = s (1, AL, ..., AL g7), with
j . 3 . . 2
AZ = 4Z(fj(xi)+)37 J = 13 . ~7lv Yi = 4Z|f(xz)‘ f(xl)7

L —-1/2
=(1+Z<A§)2+|y;‘2> :

Jj=1

By construction, |A;| = 1 and 5\] > 0 for all ¢ and all j < [. Hence, passing to
a subsequence and then taking the hmlt in (2.6), we get that A\; — A € A(zo).
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Now we show that a subspace II satisfying (2.3) for s = m exists. To do this we
consider the linear operators A; = F'(z;). By Theorem 2.2 there exists a subspace II
such that II C ker F'(xq), II C Ls{ker 4;}, and codimIl < m. Let h € II be an
arbitrary vector. By the definition of the upper topological limit there exist h; €
ker F'(z;) such that, after passing to a subsequence, we have h; — h. Substituting
x = h; in (2.7) and passing to the limit as i — oo, we see that gi% (xo, A)[h, h] = 0.
Since h € II is arbitrary, we have ‘327%(:1:0, M|z, z] > 0 for all € II. Thus, we have
proved that A € Ay, (zo).

Step II. As before, let X = R™. We shall prove (2.4). For convenience let zy = 0
and fo(zp) = 0. Let us introduce a function ~ by

Yx)=0 Vx<1, ~y(x)=Kx-1D" Vx>1

We fix an arbitrary unit vector h € ¢ (x¢) such that |h| = 1 (if # (x¢) # {0}, of
course). For e =i~1 i=1,2,..., we consider the following minimization problem
with respect to the variables (z,x) € X x R:

fs(an)—)mim f](x)_ng(fh)goa j:17"'7la
f(@) = xf(eh) =0, x>0, |2]<;

we call it the e-problem. Here § is the same as above and
fe(@,x) = fo(x) = xfoleh) +7(x),  fol(x) = folx) + [a|*.

For € < ¢ (the only values we consider) the e-problem is solvable, because the
point & = eh, x = 1 satisfies all the constraints in the problem, the ball {z: |z| < ¢}
is compact, and y(x)/x — oo as x — 0.

Among the solutions (z., x.) of the e-problem there is one with x. > 0. Indeed,
let (x.,0) be a solution. We assert that z. = 0. In fact, x. satisfies all the
constraints in the problem (2.1), and if z. # 0, then

fE(xEvo) = fO(xE) + ‘x6‘4 = fO(O) + |xa|4 >0 and fg(éh, 1) =0= fg(x570) <0.

This contradiction shows that x. = 0, so that the minimum in the e-problem is
equal to zero. Hence, the point (eh, 1) also solves the problem, which proves the
required result.

Let {zc, xc} be a family of solutions of the e-problems. Since v(x)/x — oo as
X — 00, the sequence {x.} is bounded. Hence, from the inequality f.(zc,x:) <0
we have fo(z.) < const|f0(5h)‘ — 0 as ¢ — 0. Thus, fo(Z) + |Z|* < 0 for any limit
point Z of the sequence {x.}. At the same time, fo(Z) > 0, because Z satisfies all
the constraints in (2.1). Hence & = 0, so that z. — 0 as ¢ — 0. Thus, for small
e > 0 (to which we confine ourselves) we have |z.| < J.

The solution {z., x.} of the e-problem with x. > 0 satisfies the necessary con-
ditions found in Step I: there exist a Lagrange multiplier A. = (\2,..., AL, y*) and
a linear subspace II. such that [A.] =1, Ml > 0 for all 7,

L
L(eh, \) + Xt = X%/ (x.) > 0, g—m(zg, Ae) + 4N\ 2 |z |? =0,

T, C ker F'(z.), codim IT. < m, (2.8)
0*L

w(xg,)\s)[amx] + 1220z 2|z|* >0 Vo ell..
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Here we have benefited from being able to drop the constraint x > 0 in the Lagrange
function for the e-problem, which is possible because x. > 0 for the solution,
so that the Lagrange multiplier corresponding to this constraint vanishes (by the
complementary slackness conditions).

By passing to a subsequence we can assume that {\.} converges to a unit vec-
tor A. Taking the limit in the relations obtained, we see that A € A(zp). By
Theorem 2.3 there exists a subspace II such that codimII < m and IT C Ls{Il.}.
Passing to the limit as ¢ — 0, we get as in Step I that

y 0*L
IT C ker F'(xq), @(xo,)\)[%x] >0 Vzell
Hence A\ € A, (z). Finally, expanding L(+, \¢) up to second-order terms and consid-
ering that h € J (x¢), we get from the inequality in (2.8) that ‘?;T’;‘(wo, A)lh, h] = 0.
Since h is arbitrary, this completes the argument in Step II.

Step I11. We now prove the theorem in full generality. Let h € ¢ (x() be arbitrary
and let .# be the set of subspaces M € .4 such that h € M and F'(zo)(M) =
im F'(xg). For an arbitrary M € M we consider the problem obtained from (2.1)
by replacing X by M. As was shown in Step II, for this finite-dimensional problem
we can find Lagrange multipliers Ay such that

oL 0’L

Pl =1, My =0 ¥j o=(wedw) € MY, (a0, Aw) [ B > 0,

and there exists a subspace Iy C ker F'(z) of codimension at most m in M such
that g%(xo,/\M)[m,x] > 0 for all x € II);.> We denote the set of such \y; by
A (M). Clearly, by Theorem 2.3 it is closed.

For any Mi,...,M, € M we obviously have (7_; Ay (M;) 2 App(My + -+ +
M) # @. Hence, the system of non-empty closed sets A,,(M), M € /Z has
the finite intersection property. Since the unit sphere in R™*! is compact, the
intersection (. 7An (M) is non-empty. Obviously, for any A in this intersection

we have A € A, (x0) and g%(xo, A)[h, k] = 0. The proof is complete.

Discussion of Theorem 2.1. If the problem (2.1) contains no constraints of
inequality type (that is, [ = 0), then we can replace the critical cone J# (x¢) in the
statement of the theorem by the subspace ker f'(z) (for if h € ker f/'(zp) in this
case, then either h € J¢(xg) or (—h) € J# (xg)). Furthermore, if ¢ is a normal
point, then Theorem 2.1 gives the classical necessary second-order conditions (1.4),
because for a normal point the set A(z) is a singleton and therefore A(xzg) = Ag(zo)
(in this case (2.4) is a consequence of the last equality, since II = ker f/(z¢) at
a normal point).

The strongest second-order conditions known previously for the problem (2.1)
are due to Milyutin [7], [8]. We state them now. To do this we let Ay (xg) denote
the set of A\ € A(zg) such that the quadratic form ‘g%(mo,)\) has finite index.
Recall that the index ind ¢ of a quadratic form ¢ is the maximum dimension of
a subspace on which the form is negative definite; equivalently, this is the minimum

3M~L is the annihilator of the subspace M.
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codimension of a subspace on which ¢ is non-negative definite. Milyutin’s theorem
states that if g is a local minimum point, then the condition obtained from (2.4) by
replacing A, (o) by Ay (x0) is satisfied. However, if X is a finite-dimensional space,
then obviously Ay (xg) = A(zg), and hence if z( is an abnormal point for f, that
is, im f’(xg) # Y, then Milyutin’s conditions automatically hold (for then A(zo)
contains two points, Ay = (0,...,0,y*) and A = —\1) and provide no additional
information. In any case, Milyutin’s necessary conditions in [7] and [8] are weaker
than the conditions in Theorem 2.1, since we always have A,,(z¢) C Ay (xo).

Necessary second-order conditions requiring that A,,(zg) # &, without an a pri-
ori assumption of normality, were first obtained in [9] for the time-optimality prob-
lem, and then in [10] for the general optimal control problem and the mathematical
programming problem. The conditions (2.4) were obtained in [4].

We point out an important feature which goes hand in hand with constraints
of inequality type. Assume that the Mangasarian—Fromovitz regularity condition
holds at xg:

im f'(z) =Y, 3d e ker f'(x0):  (fi(xo),d) <0, j=1,...,1

which is a natural generalization of the Lyusternik condition to problems with
inequalities. Then A° > 0 for all A € A(w), but there is not necessarily a ‘uni-
versal’ Lagrange multiplier A for which %(mo,)\)[x,m] > 0 for all z € ().
A corresponding example with X = R? and | = 4 was presented in [11] (§2.4,
p. 159).

Condition (2.4) in the theorem can be represented in the following equivalent
form. For each y € R! x RF let

w(y ) = inf{ f§/ (z0)[z,2], 2 € Q(y) }
Vy: Qy) = {z € H (w0): y = F"(x0)[z, 2]} # &,

where this infimum can also be equal to —co. It is easy to see that (2.4) is equivalent
to

Vy: Qy) # @ Ix= AN 0y € An(mo): Nw(y) + (A y) 20, (2.9)

where A = (A,... Al y*). Here if w(y) = —oo, then the last inequality in (2.9)
means that A\’ = 0 and (\,y) > 0.

Some generalizations. In the analysis of optimal control problems with geo-
metric constraints (see §7 below) it is convenient to use the following version of
Theorem 2.1. Let X be a normed space and C C X a closed convex cone. We
consider the problem

fo(z) — min, fi(z) <0, j=1,...,1, fl)=0, =zeC, (2.10)

which differs from (2.1) by the additional constraint x € C.

We present necessary minimum conditions for the problem (2.10) at zg. Let
A(z0) be the set of normalized Lagrange multipliers A corresponding to xo by the
Lagrange principle for the problem (2.10):

oL oL : L
<6.’L'(x0’)\)’$0> 207 %(1‘07A) 60*7 N =20 v]7 ZAJ+|y*| :17



Smooth abnormal problems in extremum theory and analysis 413
where C* = {{ € X*: ({,z) > 0V € C} is the dual cone of C. We set
H (x0) {:v € C + span{xo}: (f (xo) ) <0Vj, f'(zo)r = 0}.

Let N = CN(—C) (so that N is the maximal linear subspace of C) and let A, ()
be the set of Lagrange multipliers \ € A(l‘o) such that there exists a linear subspace
IT C N satisfying (2.3), where s = m = k + [ and codim is the codimension with
respect to the subspace N.

Theorem 2.4. In the problem (2.10) let xo be a local minimum point. Then

2
A=A, (x0) # 2, max g—g(:ﬂo,)\)[x,x] >0 Vze <%/7(x0). (2.11)
The proof is similar to the proof of Theorem 2.1; it can be found in [6]. The
structure of the cone z%f;/(:zro) is important in (2.11): it is not necessarily closed.
In fact, if the cone C' is not polyhedral (cannot be represented as an intersection
of finitely many half-spaces) and z( lies on the boundary of C' but zy # 0, then
the cone C' +span{w} in the definition of ﬂxo) is not necessarily closed. On the
other hand, since A,,(x¢) is a compact set and the maximum function is continuous
on this compact set, (2.11) holds for all = € cl ,%A;(:UO). (Here and throughout, cl
denotes the closure of a set.)
In this connection it seems natural to ask whether condition (2.11) survives the
replacement of ,%7(960) by the cone

{x € cl(C +span{zo}): (fj(zo),x) <OV, f'(zxo)z =0} (2.12)

(Note that cl(C 4 span{x}) coincides with the tangent cone T(xp) to the convex
cone C at xg.) The example of the problem

fo(z) = x5 — 22 — min, r€C, r3—-1=0, z=(1,20,23) € R,

where C is the closed conical hull of the set {z: 73 > 2%, 3 = 1} and 2o = (0,0, 1),
answers this question in the negative (see [12] for details).

At the same time, in the second-order conditions (2.11) we can take the cone
(2.12) in place of J¢ (x¢), but we must then add a certain term to the quadratic
form g%(xo, A)[z, z] in (2.11). We can explain this by the example of the following
more general problem (see [13]):

fo(z) — min, F(z) e C, (2.13)

where F': X — Y = R¥ and C is an arbitrary closed (but not necessarily convex)
subset of Y. We note that an even more general problem than (2. 13) was considered
n [13], a problem with the additional constraint x € C, where C is a subset of X
Closed in the finite topology (but not necessarily convex).
To state the theorem we introduce the requisite concepts. Let yo = F(xg) € C.
Recall that a vector d is said to be tangent to C' at a point yg if there exists
a sequence {e,} | 0 such that

dist(yo + end, C) = o(e,),
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where dist(y, C') = inf¢ec{[|€ — y||} is the distance from y to C. The set of tangent
vectors to C' at yo forms a cone (the Bouligand cone), denoted by Te(yo).

Let N(C;yp) denote the Mordukhovich normal cone to C at yo (see [13]). We
define the second-order outer tangential set to C at yy € C in the direction d €
Tc(yo) by the formula

OQC(y(hd) = {w eY:3{e,} |0, dist (yo +e,d + ;sflw,C) = 0(5,21)}.

The linear subspace P C Y is called a locally invariant subspace with respect to
C at yo € C if there exists a § > 0 such that (CNB(yo,d))+(PNB(0,9)) C C, where
B(y, ) is the ball of radius § about y. Obviously, the trivial subspace is locally
invariant. Since Y is finite-dimensional, there exists a maximal locally invariant
subspace with respect to inclusion; we denote it by Z-. Let

A (wo) = {x: F'(wo)x € Te(yo), (fo(wo),x) <0},
A=y, MNeR, yev

L
A(Cuan) = {0 X020, € NCimo), G0 0 =0, =1},

(Of course, here we define the Lagrange function L by (1.2).)
Consider the set of Lagrange multipliers A € A(C;xzg) for which there exists
a subset IT C X (depending on A) such that

82

codimII < k, F'(z0)(IT) C A, T2

(o, N[z, 2] 20 Vzell. (2.14)

The set of these Lagrange multipliers will be denoted by Ax(C; zo).

Theorem 2.5. In the problem (2.13) let xo be a local minimum point in the finite
topology. Then the set Ay (C;x0) is non-empty, and moreover, for any x € % (x0)
and w € O% (F(xo), F'(xo)z)

2
ma K{(g L(xo,)\)[;ﬂ,:ﬂ] - (y*,w)) >0, where A=\ y*), A= AL(C;x0).
€
(2.15)

The proof is presented in [13]. By the minimax theorem (see [13], Appendix A),
(2.15) implies the following assertion.

Under the hypotheses of Theorem 2.5 the following inequality holds for any
convex set 7 (z) C O (F(zg), F'(zo)x):

62
Iileaii<3x2 (xo, N[z, 2] — o (y", 9(96))) >0, where A =convA,(C;zp), (2.16)

o(-,T) is the support function of a set T C X, that is, o(y*,T') = sup,er(y*, y) for
y* €Y, and conv is the convex hull of a set.

Now we discuss Theorem 2.5. It generalizes in a natural way results in [14]
and [15], where it was additionally assumed that either the Robinson regularity
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condition 0 € int(F(zo) +im F’'(zo) — C) holds or that int C' # & (see [13] and [16]
for details).

Let F'(z9)z € Jo. Then 0 € O%(F(x), F'(x0)z), and for w = 0 we get from
(2.15) that

0?L
max @(aco7 Az, z] > 0.
If C is a convex set, then o (y*, 7 (x)) <0 for all y* such that (A% y*) € A(C;x)
for some \° > 0 (see [14], p. 178 or [13], p. 4). On the other hand, if C is a convex
polyhedral cone (for instance, in the case C = R. xR*, where R! is the non-positive
orthant, we arrive at the problem (2.1)), then o(y*, .7 (x)) = 0 for all such y*.

At the same time, if C is not convex, then the term o(y*, .7 (h)) can be strictly
positive. For example, let C = {y = (y1,y2) € R?: y} > y5"}, where [ and m,
m < I < 2m, are positive integers. We take h = (1,0) € T¢(0). Then the set
OZ%(0,h) contains a ball B about the origin, and hence o(¢, B) > 0 for all ¢ # 0.
Letl=2,m =1, fo(x) = 23 —x9, Y = R% and F(z) = 2. Then x¢ = 0 is a solution
of the problem (2.13), h € #°(0), y* = —f}(0), but o(—£3(0), B) > 0.

Abnormal problems. We return to the problem (2.1). If z( is a normal point
for the map F, then the set A(xg) is a singleton and Theorem 2.1 gives the clas-
sical necessary second-order conditions (which become (1.4) for [ = 0). Therefore,
these conditions cannot be strengthened in the normal case. On the other hand,
if 29 is an abnormal point for F, that is, F'(x) is not a surjective operator, then
Theorem 2.1 can be improved by replacing A,,(z¢) by a smaller set. We formulate
the corresponding result.

Let C CY be a closed convex set, and define the inner second-order tangential
set to C' at y € C in the direction d € To(y) by

1
TZ(y,d) = {w eY: dist<y+5d+ 2€2U1,C> =o(e?), e > 0}.

This is a closed convex set, and TZ(y,d) € OZ(y,d), although the last inclusion
may be strict (see [14]).

Theorem 2.6. In the problem (2.13) let xo be a local minimum point in the finite
topology and assume that im F'(xg)+ Fc # Y (in this case xq is called an abnormal
point). Then Ay_1(C;xo) is non-empty, and for each x € #C (xy)

2
(2 o Nl — oy T (a0, Pa)e)) 0,

AeA \ Ox? (2.17)

where A = conv A,_1(C; xp).

Note that in Theorem 2.6 (just as in Theorem 2.5), we can replace the maximal
(with respect to inclusion) local invariant subspace .#¢ by any other local invariant
subspace, for instance, the trivial one.

A proof of Theorem 2.6 which uses results of real algebraic geometry is presented
in [17], and also in [18] for C = {0}. For C = R. x {0} C R! x R* we obtain the
problem (2.1), and hence Theorem 2.6 implies the following theorem.
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Theorem 2.7. In the problem (2.1) let xg be a local minimum point in the finite
topology, and let xy be an abnormal point for the map F (that is, im F'(xg) #Y).
Then the set Ay,—1(x0) is non-empty and
62—[/( Nz, 2] 20 Vze H(xo) h A=Ap_1(zg) (2.18)
max = (v0, M)z, 2] > x xo), where = Ap—1(z0). .
Note that the example of the problem (1.5) shows that in Theorem 2.6 we cannot
in general replace (k — 1) by (k — 2) even for k > 2.

The ‘gap’ between necessary and sufficient second-order conditions. A
major characteristic of necessary second-order conditions is the size of the ‘gap’
which exists between them and sufficient second-order conditions. It is reasonable
to treat such a gap as the smallest possible (in the class of necessary second-order
conditions) if the necessary conditions become sufficient after implementing arbi-
trarily small perturbations, in the C?-metric, of the function to be minimized and
the map giving the constraints, without changing their values nor the values of
their first derivatives at the point under consideration. In the case of the necessary
second-order conditions obtained above we find out when such a gap in the problem
(2.1) is smallest possible.

Let X be a Hilbert space. First we assume that x( is a normal point for F' and
that the necessary second-order conditions (2.4) hold at . Then for an arbitrary
e > 0 the function fo (z) = fo(x)+e|z—x0|? has a strict local minimum at z¢ under
the constraints of the problem (2.1) in view of the sufficient second-order conditions
(see [7], [5] or Theorem 4.1 in §4 below), although the size of the neighbourhood
in which x( is a minimum point can tend to zero as € — 0.

Assume now that xg is an abnormal point for F. It turns out that everything
then depends on whether or not the convex hull conv A,,,_1(xg) contains the origin.
In fact, the maximum over A = A,,_1(x) in (2.18) coincides with the maximum
over the convex hull of this set. Hence if 0 € conv A, then (2.18) necessarily holds.
In this case condition (2.18) is satisfied for any function fy to be minimized, so it
can give no additional information in the minimization problem (2.1). The situation
here is the same as with the Lagrange multiplier rule at an abnormal point. Hence
if 0 € conv A, then in general we should not expect to make x( a local minimum in
a perturbed problem by means of C?-small perturbations of the functions f and fi
without changing their values nor the values of their first derivatives at xo. This is
confirmed by the example of the problem

fo(z) = £1 — min,
x1w9 =0, r113 =0, =0, m=k=2, x = (21,2, 23) € R
Here 0 € conv A1(0), and no perturbations of the type described above can make
xo = 0 a local minimum point (this follows from Theorem 3.1 proved below). The
case when 0 ¢ conv A is utterly different.

For integers s > 0 let Z2(z) be the set of y* € Y* with |y*| = 1 such that
f'(z)*y* = 0 and X has a subspace II for which

II C ker f/(z), codimIT < s,

<82f<x>[£,e],y*> >0 veell (2.19)

0x?
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Clearly, if = is a normal point for f, then .Z#2(x) = @ for all s.

Definition. A map f is said to be 2-normal at a point = if 0 € conv.Z?_,(z) (in
particular, if #2 |(z) = @). The map f is said to be 2-normal if it is 2-normal at
each point.

Obviously, y* € F2_,(x) < (0,y*) € Ag_1(z) (here I = 0 and m = k). This
is a geometric definition which is not convenient for testing 2-normality. In [5]
(Chap. 1, §1.9) the reader can find sufficient conditions for 2-normality in terms
of f. It is also proved there that if X = R"™ and n > k (for instance, n > 2(k — 2),
(n—k—1)(n—k) > 2(k—1)), then 2-normality is a generic property: in the space
C3(R™,R¥) with the Whitney topology (see [19], Chap. 2, §1) the set of 2-normal
maps is massive (that is, contains an intersection of countably many dense open
subsets) and therefore dense.

Theorem 2.8. Let X be a Hilbert space, and let f be a map that is 2-normal at
a point Ty at which the necessary second-order conditions (2.18) are satisfied. Then
there exists a vector § € Y such that for each € > 0 the point x¢ supplies a strict
local minimum in the perturbed problem

foe(x) = folx) +elx — ZL’0|2 — min,
fj,E(‘r) = f](aj) +E|l‘—$0|2 g Oa .7 = 17 7la fE(x) = f(l') +€‘x _$0|2g = 0.

The proof is based on sufficient second-order conditions; it is presented in [5],
Chap. 1, §1.8.

Proof of Theorem 2.3. This is proved for an arbitrary Banach space in [5], but
here we confine ourselves to a special case by assuming that X is a Hilbert space.
This makes the argument considerably simpler. Theorem 2.3 first appeared in [9]
just in the Hilbert case.

Without loss of generality we assume that codimII; = £ for all 7. In each orthog-
onal complement T} we select some orthonormal basis €i,1,---,€4k. Passing to
subsequences, we can assume that as ¢ — oo the sequence {e; ;} converges weakly
to a vector e; for each j € {1,...,k}. We assert that Il = {z € X: (e;, ) = 0 for
all j e {1,..., k}} is the required subspace. For the proof it suffices to find for an
arbitrary point zg € II a sequence {z;} with x; € II; for all ¢ which converges to it.
To do this, for each ¢ we consider the minimization problem

|z — x0|> — min, (€ij,x)y =0, j=1,...,k.

We readily see that each of these problems is solvable; let z; be the corresponding
solution. By the Lagrange principle,

k k
INigi =m0 =Y Nijei; = |ri—xol> =Y AL = [Nij| < lwi—xol Vi,j.
j=1 j=1
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Hence, taking the inner product of the first equality with x; — x(, we have

k k
|2 — 2o|* = — Z)\i,j<ei,j7x0> < Z Xi gl |{ei g, zo)| <l — o Z|<€i,ja$0>‘
j=1 j=1 j=1
k

:>|.13i—330‘<Z‘<ei,j7x0>’_)Z‘<ej’m0>’:0' O

j=1 j=1

3. Necessary extremum conditions of
the first and second order; 2-regularity

The generalized Lagrange function .Z,,. In this section we consider another
approach to necessary conditions in extremal problems, based on the generalized
Lagrange function .Z,, and the concept of 2-regularity. For greater transparency
we confine ourselves to problems with constraints of equality type,

fo(z) — min, F(z)=0, (3.1)

where fj is a given function to be minimized, F: X — Y is a given map, and the
spaces X and Y are as in the previous section. Let zg be a local minimum point
in the problem under consideration (with respect to the finite topology). In what
follows we assume that fj is twice continuously differentiable in a neighbourhood
of g, F is thrice continuously differentiable in the finite topology (see §2), and its
third derivative satisfies a Lipschitz condition.

Now we introduce the requisite concepts. Let 7 denote the operator of orthogonal

projection of ¥ onto (im F’(xg))l. We consider the non-empty cone (0 € H)
H = H(zg) = {h € X: F'(z0)h =0, F"(x0)[h,h] € im F'(20) }. (3.2)

This cone is very important for investigations of the admissible set M = {x €
X: F(x) = 0}. In fact, it is easy to see that if h is a tangent vector to M at the
point xg, then h € H(zp). However, it is much more important that the converse
result also holds under certain additional but natural assumptions. To explain this
we introduce an important notion.

For an arbitrary fixed h € H(xo) let G(zg,h): X x ker F’(z9) — Y be the linear
operator defined by

G(xo, h)(z1,22) = F'(z0)x1 + F"(20)[h, 22], 1 € X, m € ker F'(z0).

Definition. The map F is said to be 2-regular at a point zg in a direction h €
H (x0) if the operator G(z, h) is surjective.* A map F is said to be 2-regular at
if it is 2-regular at x( in any non-zero direction h € H(xg).

In another (although equivalent) form the notion of a 2-regular direction was
introduced in [20]. Note that if a map is normal at some point, then it is obviously
2-regular at this point, but the converse fails in general.

4We use the word ‘direction’ as more intuitive, but treat it as a synonym for ‘vector’.
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Thus, as proved in [20], if F' is a 2-regular map at a point zg in a direction h €
H(xg), then h is a tangent vector to M at xg. (This also follows from Theorem 3.3
proved below.) In particular, if F' is 2-regular at z(, then H(x¢) coincides with the
tangent cone to M at xg. So from a description of the tangent cone to an admissible
set at a minimum point we can deduce necessary conditions for a minimum in an
extremal problem.

Let us consider the function £y : X X R x Y* x Y* x H(zp) — R introduced
in [20]:

Lo(x,Aa,h) = X fo(z) + (yi, F(2)) + (3, F'(z)h),
)\A:(/\Ovyikay;)v /\0 ER, yfvyg GY*, hEH(xO)
The vector A4 and its components are also called Lagrange multipliers. Note that
A4, in comparison to the classical Lagrange multipliers A considered above, has the
additional component y3, and the function .Z,, differs from the Lagrange function L

by the presence of the last term containing y;. The vector h plays the role of
a parameter in the function 2.

Theorem 3.1. Let zy be a local minimum point in the problem (3.1) with respect
to the finite topology. Then for each h € H(xq) there exists a Aa such that

0Ly

(0. Aash) = 0, (3.3)
yiemF(eo),  yie (mF(m),  A°>0, A4y A0 (3.4)

Theorem 3.2. Let z¢ be a local minimum point in the problem (3.1) with respect
to the finite topology, and assume that the function fo is twice continuously differ-
entiable in a neighbourhood of xo with respect to the finite topology.

Then for each vector h € H(xg) there exists a Lagrange multiplier A4 satisfying
(3.3), (3.4), and the relation

0Ly <

* 1 *
“ou2 x07>\07y13y25h> [h,h] = 0. (3.5)

3

Theorems 3.1 and 3.2 yield necessary conditions of orders 1 and 2. They were
established in [20] in the case when X and Y are Banach spaces, the maps fo and F'
have sufficiently many derivatives, and the subspace im F'(xq) is closed.

2-regularity. Before proving these results we discuss them. If x(y is a normal
point, then y3 = 0 by (3.4), £ becomes the ordinary Lagrange function L, and
the Lagrange multiplier A4 = (A%, y7,0), without the last component equal to zero,
becomes an ordinary Lagrange multiplier A = (A%, y*), while Theorem 3.1 becomes
the Lagrange principle (1.3). (To see the last assertion, let A = 0 in Theorem 3.1.)
Incidentally, Theorem 3.2 becomes (1.4). Thus, when the normality condition is
imposed, the above theorems are equivalent to the classical necessary second-order
conditions.

If zo is an abnormal point and, moreover, F' is not 2-regular in a direction
h € H(xg), then any Lagrange multiplier A4 = (0, ¥, y5) with ¢y a non-zero vector

in (im G(xo,h))l and y3 = 7y} satisfies Theorem 3.1. Hence, Theorem 3.1 gives
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us no information in this case (in fact, A° = 0 and the functional to be minimized
is not involved in the conditions (3.3) and (3.4)): it simply expresses the lack
of 2-regularity in the direction h. In addition, Theorem 3.2 contains no useful
information in this case, because together with a Lagrange multiplier A4, (—A4)
also satisfies conditions (3.3) and (3.4), so that (3.5) holds automatically.

The most interesting case is the third, when xy is an abnormal point, but F' is
2-regular in the direction h. Then it is easy to see that A° > 0, and Theorem 3.1
provides useful information about the gradient of the function to be minimized,
while Theorem 3.2 gives information about the second derivative of the same func-
tion. Furthermore, since the linear operator G(zo, h) is surjective, the Lagrange
multipliers A4 are determined by (3.3) and (3.4) uniquely up to normalization.

Proofs of Theorems 3.1 and 3.2. The proofs are based on the following result.

Theorem 3.3. Let h € H(x) and let F be a 2-regular map at xo in the direction h.
Then there exist an ho € X and a finite-dimensional subspace X C X such that

1 1

F/(Cl'o)hg + §F”(.’E0)[h, h] =0, F//(l'o)[h, hg] + EF/N(.’EQ)VL, h, h] € im F/(xo),
(3.6)
F(h(e)) =0 Ve, h(e)€X Ve, where h(e) =xo+ch+e2hy + O(). (3.7)
Proof. For convenience, here and in what follows we assume that zg = 0, and
we omit xo in the notation for the derivatives at this point (for example, f} =
fo(zo), F" = F"(x0), and so on). Since Y has finite dimension, X contains
a finite-dimensional subspace X such that the restriction of the linear operator
G(z0,h) to X x (ker F' N X) is surjective, as before. Hence, replacing X by X, we

can assume that X is finite-dimensional.
In view of the 2-regularity in the direction h there exist ho, hg € X such that

1 1
F'ho+ SF' K =0, F'hy+F'[hhs] + 2F"[hh i =0 (38)
(see [5], § b, pp. 72, 73 for greater detail). For a fixed ¢ we seek h(e) in the form
h(g) = eh 4 %hg + 3hs + e%ry + 311,

where the unknowns r = r1(¢) € X and ro = ry(e) € ker F’ are to be determined.
In a neighbourhood of the origin F' has the representation

1 1
F(z)=F'z+ §F"[x,x] + EF"’[x,x,x] + R(z)[z, x, ],
where R(x) is a multilinear map for each z, R(0) = 0, and R(-) is locally Lipschitz.
For a fixed € # 0 we consider the equation F(h(s)) = 0 with respect to r; € X and
r9 € ker F’. In view of the above representation and (3.8), after division by &3 this
equation takes the form

G(wo,h)(r1,7m2) = A(e, 1, 72), (3.9)

where A is a continuous map such that A(0,71,72) = 0, and on the unit ball the
map Af(g,-, ) satisfies a Lipschitz condition with Lipschitz constant k(e) — 0 as
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e — 0. Since the operator G(zo, h) is surjective (has the covering property), we
can apply the theorem on the existence of coincidence points (Theorem 1 in [21])
to (3.9). This shows that for any € with sufficiently small absolute value there exists
a solution 71 (€), r2(¢) of equation (3.9) such that |ri(e)| + {7“2(5)‘ < const [e]. O

Proof of Theorem 3.1. By the above, it is sufficient to consider the case when F' is
2-regular at xy = 0 in the direction h, so that is what we do. By Theorem 3.3 the
vectors h and (—h) are tangent to the set M = {z: F(z) = 0} at zop = 0. Hence
<f[,)’ h) =0.

Let Ty (h) be the tangent cone to H = H(zg) at the point h. We consider
the linear operator G(h): X — Y defined by G(h)z = F'z + nF"[h,x]. Since
G(zo, h) is surjective, so is G(h). We define the map g: X — Y by the formula
g(z) = G(z)z. Obviously, H = {z: g(x) = 0} and h is a normal point for the
map g. Hence, Lyusternik’s theorem (on the tangent cone; see [1]) implies that
ker G(h) C Ty (h). Therefore, for any = € ker G(h) there exist a sequence {a;} of
positive numbers tending to zero and a sequence {a;} in X of vectors tending to
zero such that h; = h + ;& + aya; € H for all large ¢. However, by Theorem 3.3
all the vectors in H that are sufficiently close to h are also tangent to the set M.
This applies to the vectors h; for large 4, so that (f},h;) < 0= (f},z) <0 for all
z € ker G(h). Hence (f},z) = 0 for all 2 € ker G(h), since if z belongs to ker G(h),
then so does (—x).

Thus, we have proved that

(foox) =0 Ve eX: Fla =0, nF"[h,z]=0.
The annihilator lemma (see [1], p. 26) now shows that there exist y7 and y5 such
that A4 = (1,47, y3) satisfies (3.3) and (3.4). O

Remark. Tt follows from the proof of Theorem 3.1 in [20] that if X is a Banach space,
then it suffices in Theorem 3.1 to assume only that F' is Fréchet-differentiable twice
at 9. We note that in [5] (§1.13) necessary extremum conditions of higher order
are found.

Proof of Theorem 3.2. We take hy such that (3.6) and (3.7) hold. Then by (3.7)
1
{fo, ha) + 5 f5'[h, 1) = 0. (3.10)

Let Aq = (1,y7,v5) be a Lagrange multiplier satisfying (3.3) and (3.4). Then from
(3.6) we get that (f), ho) = ((yi, F"'[h, h]) + (y3, F"'[h, h,h])/3)/2. Substitution
of this in (3.10) yields (3.5). O

The classical Lagrange principle in abnormal problems. The next result
strengthens Theorem 3.1.

Theorem 3.4. Let xp be a local minimum point in the problem (3.1) in the finite
topology. If F is a 2-regular map in a direction h € H(xg), then there exists
a Lagrange multiplier A g such that conditions (3.3) and (3.4) hold, and also

(y5, F"(zo)[z,x]) =0 Va: F'(zg)z =0, F'(zg)[h,z] €imF'(x0). (3.11)
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Proof. By Theorem 3.1 the vector h corresponds to a unique Lagrange multiplier
with first component equal to 1, A4 = (1,y],y5). As was shown in the proof of
Theorem 3.1, for an arbitrary = € ker G(h) there exist a sequence {a;} of posi-
tive numbers tending to zero and a sequence {a;} C X of vectors lying in some
finite-dimensional subspace and tending to zero such that h; = h 4+ a;x + «;a; €
H(zg) for all i, and the map F is 2-regular in each of the directions h;. It then
follows from Theorem 3.1 that for all i there exist Lagrange multipliers \} =

(1,97, 95;) such that (3.4) holds and

0Ly

o2 (z0, Ay, hi) = 0. (3.12)

Since the operator G(h) is surjective, the sequences {y7;} and {y3 ,; } are bounded,
and thus, passing to subsequences, we can assume that {y: .} — 7 as i — oo,

s = 1,2. Obviously, g = (1,95, 93) corresponds to the vector h by Theorem 3.1.
Hence Ay = Mg = Xy — A4, and therefore, applying the left-hand side of (3.12)

to the vector z € ker G(h), bearing in mind that f} € (ker é(h))l and y3; €
(im F’(xo))J‘, and passing to the limit as ¢ — oo, we obtain (3.11). O

The next simple example demonstrates that in Theorem 3.4 the assumption that
F' is 2-regular in the direction h is essential.

Example 3.1. For positive integers 1 < m < n and a € R™ with a # 0 we consider
the problem

m n
fo = (a,z) — min, F(x)szf—!— Z xf=0.
i=1

i=m-+1

Its solution is the point xyp = 0, and H(0) = {h: h; = 0, = 1,...,m} =
F"(0)h = 0 for all h € H(0). Let h € H(0) with h # 0 be arbitrary. For any
Lagrange multipliers A4 corresponding to this h it follows from (3.3) and (3.4)
that \° = 0 = y3 # 0. At the same time, F”(0) # 0, so that for y5 # 0 the
condition (3.11) fails. The point is that the map F' is not 2-regular in any direction
h € H(0).

In the problem (3.1) assume that the minimum is attained at an abnormal
point xg. Then by the Lagrange principle (1.3) this point corresponds to a Lagrange
multiplier A = (0,%*). At the same time, Theorem 3.4 provides sufficient conditions
for the existence in this problem of, besides ), also the so-called normal Lagrange
multiplier A = (1,y*). This means the validity of the classical Lagrange principle,
that is, the principle in the form stated by Lagrange himself:

Jy*: folxo) + F'(z0)*y* = 0. (3.13)

Lemma 3.1. In the problem (3.1) let xo be a local minimum point in the finite
topology and assume that the set of directions h € H(xg) in which the map F is
2-reqular at xq is non-empty. Suppose that at least one of the following assumptions
holds:
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a) for any non-zero yi € (irnF’(a;o))l the restriction of the quadratic form
(y3, F" (w0)[z, x]) to the subspace ker F'(xq) has a zero cone containing no subspaces
of codimension codim (im F'(x));

b) F is 2-normal at .

Then the classical Lagrange principle (3.13) holds at xy.

Proof. Assume that a) holds, let h € H(xg) be a vector such that F is 2-regular
along h, and assume that a Lagrange multiplier A4 = (A%, y7,y3) corresponds to
this vector by Theorem 3.4. We assert that y5 = 0. Indeed, by (3.11) the quadratic
form (y3, F"(x0)[z, z]) vanishes on the subspace ker G(h), which lies in the subspace
ker F'(z¢) and has codimension codim (im F’(z)) there. Hence y5 = 0, so A\° > 0
by (3.4). Then (3.13) follows from (3.3).

Assume that b) holds and (3.13) fails. Then A\’ = 0 for all A € Aj_1(20)-
Therefore by Theorem 2.7, for all z € ker F'(xg) there exists a y* € F2_,(xo)
such that <y*,F”(x0)[x,x]> > 0. Since I is 2-normal, by the separation theorem

for convex sets there exists a § € (im F’(xo))J' such that (y*,g) > 0 for all y* €
conv.#2_,(xg). The map F is 2-regular in the direction h, therefore there exists

a finite-dimensional subspace X such that é(h)f( =Y. For ¢ small in absolute
value we consider the system of equations

F'(z0)z =0, nF" (20)[z, ] + eglz* = 0 (3.14)

with respect to x € X. For ¢ = 0 it has the solution = h. We apply to this
system the classical implicit function theorem at the normal point x = h and
deduce that if e is small in absolute value, then equation (3.14) has a solution
h(e) such that h(e) — h as e — 0. In view of the foregoing, for each & there
exists a y*(e) € F2_,(xo) such that (y*(e), F”(z0)[h(e), h(c)]) > 0. Taking the
inner product of the second equation in (3.14) for z = h(e) (¢ > 0) and y*(e),
and considering that <y* (5),3]) > 0, we arrive at a contradiction to the previous
inequality. [J

Lemma 3.2. Let x¢ be an abnormal point for F which is a local minimum point
in the problem (3.1) with respect to the finite topology. Suppose that at least one of
the following assumptions holds:

¢) for each non-zero y* € (im F'(a:o))l the quadratic form (y*, F" (xo)[z, x]) has
index greater than codim (im F'(xo)) —1 on the subspace ker F'(xq), or equivalently,
the set F2_| (o) is empty;

d) there exists a vector T € ker F'(zo) such that (y*,F"(xo)[Z,Z]) < 0 for all
y* € yg_l(.’llo).

Then the classical Lagrange principle (3.13) holds at xy.

Proof. Assume that (3.13) fails. Then A\° = 0 for all A € Ax_1(z0). Since z is an
abnormal point, Theorem 2.7 shows that Ap_1(zo) is non-empty. Hence, the set
F2_,(z0) is non-empty too, and thus the assumption c) fails. Moreover, by Theo-
rem 2.7 there exists a y* € #2_,(z¢) such that (y*, F”(z¢)[z,z]) > 0. Therefore,
the assumption d) also fails. This contradiction completes the argument. O
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Problems with non-closed image. The first proofs of Theorems 3.1 and 3.2
in [20] were in the case of Banach spaces X and Y, under the assumption that the
subspace im F”(zg) is closed. Subsequently, these theorems were generalized in [22]
to the case when im F”(z) is not a priori closed (of course, the Banach space Y is
infinite-dimensional). Here we present several of these results.

We assume that the maps fy and F' are twice continuously Fréchet differentiable
in a neighbourhood of zg, and moreover, the second derivative of F satisfies
a Lipschitz condition. As simple examples show (see [22], Examples 3 and 4), if
the subspace im F’(xz¢) is not closed at a local minimum point x¢ of the problem
(3.1), then the Lagrange principle (1.3) may fail at this point. Moreover, even the

necessary first-order condition f§(zo) € (ker F’ (xo))J' may fail. Nevertheless,
the following result holds.

Theorem 3.5. Let z¢ be a local minimum in the problem (3.1). Then for any
h € X with

F'(wo)h =0, F"(z0)[h, h] € cl(im F' (o)) (3.15)

such that the subspace im G (zo, h) is closed, there exist a A > 0 and a y* € Y* not
stmultaneously zero (and depending on h) satisfying the conditions

0%,
ox

(20, A, y") € (kerF'(xo))J' and F'(xo)*y* = 0.

Furthermore, if imG(xzg,h) = Y (that is, the map F is 2-reqular at xq in the
direction h), then \° > 0.

Here &, is the family of functions depending on the parameter h € X and the
variables (2, \°,y*) € X x R x Y* and defined by the formula

L2, X0, y%) = X fo(z) + (y*, F'(z)h).

Theorem 3.6. Let x¢ be a local minimum in the problem (3.1), and assume that
the range im F'(x¢) is dense in' Y and that im G(zg, h) =Y for some h € ker F'(z).

Then there erxists a normal Lagrange multiplier A = (1,y*), y* € Y*, such that
the classical Lagrange principle (3.13) holds and, moreover,

0%’L

The proofs of both theorems are presented in [22]. In [23] these results were
generalized to the problem (2.13), where C is an arbitrary closed convex subset
of the Banach space Y. In this case the necessary second-order conditions for the
problem (2.13) contain a ‘sigma’-term, just as in (2.16).

As of now, the interconnections between the two approaches we have presented
to the study of necessary extremum conditions in abnormal problems, that is, the
index approach and the one based on the generalized Lagrange function .Z,, and
the concept of 2-regularity, are poorly understood. In fact, only the recent results
in [24] show that if F' does not have 2-regular directions at a point z, then for the
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problem (3.1) we have the conditions

0%L
max w@?o,)\)[%ﬂ >0 V€ ker F'(x),

where A = {X€ Ap_1(z0): A" =0},

which are even stronger than the necessary conditions (2.4).

4. Sufficient second-order conditions for an extremum

Sufficient conditions in terms of the Lagrange function. Let us consider the
problem (2.1). The previous two sections were devoted to necessary second-order
conditions. We now consider sufficient second-order conditions, assuming that X
and Y are normed spaces. Here it is important whether or not the spaces X and Y
are finite-dimensional. We assume that all the functions f; and the map f have
two continuous Fréchet derivatives in a neighbourhood of the point xg. If both X
and Y are finite-dimensional, then sufficient second-order conditions at x( are well
known for the problem (2.1):

2
A =A(zy) # 2, I}\lg[)\(%(xo,)\)[aj,x] >0 Vaze(x): z#0. (4.1)
Let X be infinite-dimensional and Y finite-dimensional. Then the conditions (4.1)
are sufficient only for a local minimum in the finite topology but not for a local
minimum with respect to the actual topology in X, even when there are no con-
straints (an example: X =lo, fo(z) = Yo, (i 'z — a}), 29 = 0). Here we discuss
only local minima with respect to the actual topology in X.

Theorem 4.1. Let Y be a finite-dimensional space, and assume that the set A =
A(zg) is non-empty and that there exists an € > 0 such that
0%L

sup

sup @(zo, Nz, z] > e|z|? Vo e X (x). (4.2)

Then xq is a strict local minimum in the problem (2.1).

This was proved in [5] (see §1.7, Theorem 7.1).

Condition (4.2) leads us to the following problem: let X be a complete space
and assume for simplicity that there are no constraints of inequality type and that
xo is a normal point. Then (4.2) takes the form g%(a:o,)\)[x,x] > e||z|? for all
x € ker f/(x), from which it follows (see [1], § 7.2.2, pp. 307, 308) that the subspace
ker f/(z¢) is homeomorphic to a Hilbert space. This is a significant deficiency of
the sufficient condition (4.2), which can in fact be used only in Hilbert spaces,
while in most cases of applications to infinite-dimensional problems neither X nor
ker f'(xo) is a Hilbert space. For example, in a non-linear optimal control problem
we minimize over the Banach space Lo [t1,t2] of measurable essentially bounded
functions.

If Y is infinite-dimensional, then, as we show below, Theorem 4.1 holds under
the assumptions that X and Y are complete spaces and the subspace im f’(zg)
is closed. The next example demonstrates that the assumption that im f'(xq) is

closed cannot be dropped here.
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Example 4.1. Let X =Y =1, (Hilbert spaces). Consider the compact linear
operator A: ly — I and the quadratic map @: ls — [z defined by the formulae
Az = (x1,29/2,...,2;/j,...) and Q(z) = (x%,x%,,w?,) We look at the
problem
folw) = —Jaf2 — min,  f(z) = Az — Q(x) = 0.

In it the condition (4.2) is satisfied for xzy = 0, since (1,0) € A(0) and ker f'(x¢) =
ker A = {0} by construction. However, ¢ = 0 is not a local minimum point.

Indeed, letting z; € I be the sequence of elements with =1 at the ith position
and zeros elsewhere, we get that f(x;) = 0, fo(z;) < 0 for all ¢, and ; — 0 as
1 — 00. In this example the point is that the subspace im f/(z¢) is not closed.

Problems with an infinite-dimensional image. For infinite-dimensional Y
the assumption that im f/(zg) is closed is quite restrictive. Our first goal is to
present sufficient second-order conditions involving neither this assumption nor the
assumption that ker f(z¢) is homeomorphic to a Hilbert space.

We use a construction proposed in [25]. Fix a point z¢ € X, and let {D;} be
a sequence of subsets of X such that xg € D; for all i and {D;} converges to ¢ in
the sense that each sequence {z;} with z; € D; converges to xy. For example, the
D; can be the balls {z: ||z — zo[|1 < p;} with p; — 04, where |- |1 is a norm in X
dominating the original norm.

We assume that f is a second-order Taylor map at x¢ with respect to {D;}, that
is, there exist a continuous linear operator A: X — Y, a continuous symmetric
bilinear map B: X x X — Y, and a numerical sequence {«;} — 0+ such that for
each 17

£() = Fwo) + Al — z0) + 5 Ble — 70, — w0] + Az o),
| Az — mO)H < aillz —x0]* Ve D;.

For convenience we use here the same notation || - || for the norms in X and Y. We
denote the linear operator A, called the relative first differential, by g—g(xo), and

the bilinear form B, called the relative second differential, by %(mo). Note that
these relative differentials A and B are not necessarily uniquely defined (everything
depends on the choice of the sequence of sets {D;}).

The functions f; are also assumed to be second-order Taylor functions at zg
with respect to {D;}, and we use similar notation for their relative differentials and
for partial derivatives of the Lagrange function with respect to the variable x. We
note that even in the finite-dimensional case and with D; = {z: ||z — zo|| <i7'},
a second-order Taylor function at some point is not even necessarily continuous
in a neighbourhood of this point.

Again, for convenience we assume that f;(xz¢) =0 for all j > 1. Let

of; .
J4 (o) = {x e X: <ax(ﬂco),x> <0, 5= O,...,l}.
Theorem 4.2. Let A = A(xg) be non-empty and assume that there exist a vy and
an € > 0 such that
0%L

Sup ——
ren Ox?

2
> e|lz|? Vo e JHi(xo). (4.3)

ox

meMﬂ+ﬂPﬁmm
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Then xg is a strict minimum point on the set D;, in the problem (2.1) for some iy,
that is,

fO(x)>fO(x0) VLL’#’JJO: ngioa f](:c)é(), j:]-a"'al, f(l'):()

Proof. For convenience let xg = 0 and fo(z0) = 0. By Hoffman’s lemma® [3],

Jer > 0: dist(z, A (20)) clzmax(< (z0), x> o) V. (4.4)

We give a proof by contradiction: assume that there exists a sequence {z;} such
that
f(z:) =0, fi(zi) <0, j=0,...,l1, x; €Dy, x;#0 Vi. (4.5)

Since {z;} tends to zero, it follows from the representations for f and f; that

| = oz, <%fg(xo>,xi><o(nxi), P01 (46)

Hence by (4.4) there exists a sequence {Z;} such that z; = &; + o([|Z]),%; # 0,
and ; € J# (zo) for all i, where o(||Z;]|)/||Z;|| — 0 as i — co. By (4.3), for all
there exists a A\; = (AY,..., AL, y*) € A such that

L o af, P e ..,
N - o> 212, )

O o M)l 49| S @l > Sl @7)

We have

1) (2)
0 > A} fo(xi) = L(wi, \i) @ L(xo, \;) + gi(xoyAi)xi
T
19%L 4) 16°L L _
+ 5502 (@0, Ai)lwi, i) Jr0(||fl%||2) 3 5z (%0 M) [Zi, Td] +o(|l]1?)

(5) 1/0°L ? © e -2
(w0, Xi)[%4, %3] +7 = mo) +o([|:]*) > *lezII +o([|Z:])-

ox 9.2

@ @ ,
Here the inequalities > and > follow from (4.5) and the non-negativity of the A\,

the equality @ follows from the representations for f and f; and the boundedness
of the set A, holds because A\; € A in view of the construction of the sequence

{xl} ) holds because H 5= (o le = o(||z;]|?) in view of (4.6), and the inequality

6)
> follows from (4.7). Thus, we have 0 > ¢||z;[?/4 + o(||z;]|?). This contradiction
proves the theorem. [

5Although in the statement of Hoffman’s lemma it is usually assumed that X is complete, it
follows immediately from its proof in [3] that for the polyhedral cone i (zo) under consideration
it also holds in an arbitrary normed space X.
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Remark. In fact, we have proved more. Namely, fo(z) > fo(xo) + ||z — 2¢]|?/4 for
all x in D;, satisfying the constraints in the problem (2.1).

We discuss the theorem just proved. The case D; = {z: |lz — zol| < i7'}
corresponds to a local minimum in the problem (2.1). Let us compare the sufficient
conditions (4.2) and (4.3). Obviously, (4.3) always implies (4.2). It turns out that
if we impose the additional assumptions that X and Y are Banach spaces and
im f'(zo) is closed, then (4.2) implies (4.3). This is a consequence of the following
generalization of a theorem of Finsler [26].

Let A: X — Y be a fixed continuous linear operator, and suppose that at least
one of the following two assumptions holds: either Y is finite-dimensional, or X
and Y are complete spaces and im A is closed. Let B,(+,-): X x X — R be a family
of symmetric bilinear maps depending on a parameter o which ranges over a given
set . We assume that the B, are bounded uniformly with respect to o, that
is, there exists a c; > 0 such that |B,(21,22)| < cof|@1]| ||lz2] for all ¢ € E. Let
B, (z) = B, (z,z). We also consider the polyhedral cone K = {z € X: (a;,z) <0,
1=1,.. .,k}, where the a; € X™* are fixed.

Lemma 4.1. Assume that for some e > 0

sup B, (z) > e||z|? Vo eker ANK.
ocEX

Then .
Jv>=0: supB,(z)+ || Az|* > Z||33||2 VzeK.
ceX

Proof. Consider the cone K = {z € K: Az = 0}. Estimating the distance from
K to a point z € K, we have from Hoffman’s lemma that for some c3 > 0 an
arbitrary vector z € K can be represented as x = a + b, where a € K, Aa = 0, and
cs]|b]| < [ Ab]|.

Let x € K be arbitrary. Using this representation, we get that for v > 0

sup B, (x) + || Az||* = sup By (a+b,a+ b) + ] Ab|?
ogeY cEX
> sup B, (a) — 2ca|al| [[b]] — e2[b]|* + ~e3b]1?
oEY
> ellall* = 2¢allall [[b]] + (ve5 — c2)[Ib]|>.

We take v > 0 such that the expression on the right-hand side of this inequality
has the lower bound ¢(||a[|? + [|6]|?) /2. Considering that [|al|* + [|b]|* > |z]*/2, we
complete the proof. [

It follows from this lemma that if Y is a finite-dimensional space or if X and Y are
Banach spaces and im f’(zg) is closed, then the sufficient conditions (4.2) and (4.3)
are equivalent. At the same time, we see from the above example that, without the
assumption that im f’(zq) is closed, the relation (4.2) is not sufficient for a local
minimum. We give an example where the subspace im f/(z) is not closed, but the
hypotheses of Theorem 4.2 are satisfied. Consider the problem

folz) = |z|* — |aAz|? 4 7(z) — min, f(z) = Az — Q(x) + R(x) =0,
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where X = Y = [y, the linear operator A and the quadratic map @ are as in
Example 4.1, « is an arbitrary constant, and r and R are arbitrary smooth maps
whose first two derivatives vanish at zero. Obviously, all the assumptions of
Theorem 4.2 hold at g = 0, and therefore g = 0 is a local minimum, although
im f/(zp) = im A is not closed.

Non-linear optimal control problems can be formulated in a natural way as min-
imization problems in the space X = Lo, = Lo[t1,t2]. In this space (4.2) fails, and
if we endow L., with the Lo-norm, then the space is no longer complete and we
cannot use Theorem 4.1 either. On the other hand, Theorem 4.2 does not require X
to be complete, so it is applicable.

We explain the above by looking at the Lagrange problem

ta
&= f(z,u,t), tEelt,ts], / fo(z,u,t) dt — min (4.8)
t1

with fixed left-hand endpoint z(¢1) and with constraints of equality and inequal-
ity type for the right-hand endpoint x(¢2). As X we take the Euclidean space of
bounded measurable functions u(-) on the given interval [t1,¢2] and import to X
the inner product from Lslt1,ts], which generates the norm || -|. As Y we take
a finite-dimensional space whose dimension is determined by the number of con-
straints at the endpoints. As the D; we take the balls D; = {u: |lu—u.||. <i7'},
where u, is the admissible control being investigated in the minimization problem.
It is straightforward to verify that if the vector-valued function f and the func-
tion fo are twice continuously differentiable with respect to the finite-dimensional
variables (z,u), then Theorem 4.2 can be applied and yields sufficient conditions
for a weak local minimum in the problem (4.8).

Sufficient conditions for abnormal problems. The sufficient conditions in
Theorems 4.1 and 4.2 are stated in terms of the classical Lagrange function L and
hold without a priori regularity assumptions. However, when z( is an abnormal
point, these conditions cannot hold for some large classes of problems. We shall
explain this; for simplicity we confine ourselves to the problem (3.1) from the pre-
vious section and assume that X is a Banach space, Y is finite-dimensional, fy has
two and F' has three continuous derivatives in a neighbourhood of a point xg, and
the third derivative of F' satisfies a Lipschitz condition in this neighbourhood.

Let o be an abnormal point solving the problem (3.1), and assume that the
classical Lagrange multiplier rule (3.13) fails at this point, that is, there does not
exist a y* € Y* such that fi(zo) + F'(x0)*y* = 0, and also the cone H(x¢) is
distinct from zero. (If X is finite-dimensional and xg is not an isolated point of the
set {z: F(z) =0}, then this cone is distinct from zero.) Then the assumptions of
Theorems 4.1 and 4.2 cannot hold, because in this case

0?L ,
@(zo,)\)[x,m] =0 VAe€A(xg), Vo€ H(zg) CKerF'(xg), H(zg)#{0}.

In terms of the generalized Lagrange function .Z,, we state sufficient second-order
conditions for an extremum which remain useful in the situation just described, but
which hold only under the following assumptions of strong 2-regularity.
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Definition. A map F' is said to be strongly 2-regular at a point xzq if there exists
an € > 0 such that

G(h)(Bx)2eBy  VheX:|h|=1, |G(h)h| <e,

with Bx and By the unit balls about 0 in X and Y, respectively, G(h)x = F'(xo)x+
mF" (x0)[h,z], and 7 the operator of orthogonal projection of Y onto (im F’(mo))L.

Note that if X is finite-dimensional, then strong 2-regularity is equivalent to
2-regularity. This is not so in infinite-dimensional spaces. There are tests for
strong 2-regularity in a Hilbert space in [27] and [28].

Theorem 4.3. Let F' be a strongly 2-regular map at a point xg. Assume that there
exists a & > 0 such that for each h € H(xzo) \ {0} there are Lagrange multipliers
Aa = (A, yr,y3) with [Aa| = 1 satisfying (3.3) and (3.4) such that

P Ly

* 1 *
W(x07)‘oaylay2vh> [h, h] > 5||h||2 (4.9)

3

Then g is a strict local minimum point in the problem (3.1).

This theorem was proved in [5], Chap. 1, §1.14.

It follows from Theorem 4.3 that if F' is a strongly 2-regular map at a point xg
and H(xo) = {0}, then xg is a strict local minimum point in the problem (3.1).
Furthermore, if X is finite-dimensional, then it is sufficient to take § = 0 in (4.9).
Now we give an example where the assumptions of Theorem 4.3 are satisfied, but
those of Theorems 4.1 and 4.2 are not.

Example 4.2. Let £ = 2 and =z = (21,...,2,) € R" = X, and consider the
problem

n
fo(z) =z + Zx? — min,

i=2
1 n—1
Fi(z) = z1(z1 — 2z,,) =0, FQ(a:)zim%—FZm?—xi:O.
=2

Here xg = 0 satisfies the Lagrange multiplier rule, but each Lagrange multiplier
A € A(0) has the form A = (0,y*). Hence %(x07)\)[h,h] =0 for all h € H(zg) =
{z: F(z) =0} and all A\ € A(0), so that (4.2) fails.

On the other hand, h; = 0 for each h € H(0), and the map F is 2-regular at
zero. Therefore, for each A4 satisfying (3.3) and (3.4) we have

MN>0, yi=0 = VheHO0)\{0} Ixa=(\"0,55):

82-3% 0 1. 0 - 2
s (0,)\ ,O,3y2,h)[h,h] =\ z_;h > 0.

In contrast to Theorems 4.1 and 4.2, we assume in Theorem 4.3 that F' is strongly
2-regular. The next example shows that this assumption is essential.
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Example 4.3. Let k = 1 and 2 = (z1,22) € R? = X. Obviously, o = 0 is not
a minimum point in the problem

folz) = f|x|2 — min, F(x) :forx% =0.

At the same time, H(zg) = {h = (h1,h2): hy = 0}, and thus (4.9) holds for
Aa =(0,0,1) and 6 = 1. The point here is that F' is not 2-regular at the origin.

Sufficient higher-order conditions in the problem (2.1) were obtained in Chap. 1
of [5] (§1.14), while sufficient second-order conditions in the problem (2.13) with
C' a closed convex set were obtained in [15].

5. Quadratic maps and quadratic problems

Sign-definiteness of a quadratic form on an intersection of quadrics. A
typical example of an extremal problem in which the extremum is always attained
at an abnormal point is given by the following classical algebraic problem. Let @Q;,
1 =0,...,k, be k+ 1 symmetric n X n matrices which define the quadratic forms
qi(z) = (Q;z,z) on X = R". It is required to find conditions ensuring that

qo(z) =0 Va: gi(x) =ga(z) = = qe(z) =0, (5.1)

where n and k are fixed positive integers. This problem is of interest both in itself
and also for applied problems (see [29]-[31], among others). Obviously, (5.1) is
equivalent to the following: zy = 0 is a minimum point in the problem

go(z) — min, qgi(z) =0, i=1,...,k (5.2)

However, this point is necessarily abnormal.
Applying the necessary second-order conditions (2.18) in Theorem 2.7 to (5.2),
we see that if (5.1) holds, then

k
Ap—1 # {2}, Jmax ()\Oqo(x) + Zy?qﬂm)) >0 VzelX, (5.3)
k—1 =
where

k
A, = {)\ =%y A" >0, ind()\oqo + Zy;qj) <s, A = 1}.

Jj=1

However, for some of the vectors A € A,_; we can have A\’ = 0. In this case the
conditions (5.3) will no longer depend on the form ¢g, and may not yield information
as aresult. This occurs when 0 € conv A;_1, because (5.3) then holds automatically.
Here is a corresponding example: k = 2, ¢1(z) = x1x2, and the forms ¢o and go
are arbitrary. Obviously, conv A; contains the segment (0, A1,0) with |A\;| < 1, and
thus (5.3) holds for any forms gy and ¢z, including ones for which (5.1) fails (for
example, for qo(r) = —|z|? and ¢z = 0).

Our immediate goal is to find conditions ensuring that if (5.1) holds, then in (5.3)
we can confine ourselves to A with A’ > 0. The next (obvious) example shows that
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without additional assumptions this is impossible. Moreover, it can happen that
AN =0forall A € Ap_1. In fact, let k =1, n = 2, qo(z) = 2179, and q1(z) = 3.
Then obviously, go(z) = 0 if g1 (z) = 0, but A° =0 for all A € A,.

Let us introduce some notation required in what follows. We consider the bilinear
map @Q: X x X — Y = R* which associates with arbitrary z1,z2 € X the vector
y = Q[z1,x2] with ith component y; = (Q;x1,x2). Since the matrices Q; are
symmetric, this bilinear map @ is also symmetric. We set Q(z) = @[x,x] The
map @: X — Y is said to be quadratic. For fixed h € X let Qh be the linear

operator from X to Y acting by the formula Qh(z) = Q[h,z]. For y* € Y* let

k k
Q=Y uQi  ¥Q@) = ylax).
i=1

i=1
For a closed convex cone C' in Y we consider the cone
K={zeX:Q(z)eC, z+#0}.

Definition. The quadratic map @ is said to be regular at a point h € K with
respect to the cone C' if
im@Qh—-C=Y.

The quadratic map @ is said to be regular with respect to the cone C if it is
regular at each point h € K. For C = {0} the points in K are called non-trivial
zeros of the quadratic map Q. The regularity of @ at a point h where Q(h) = 0
means that the vectors Q1h,...,Qrh are linearly independent, so this point h is
called a regular zero. The regularity of @ means that all its non-trivial zeros (if
there are any) are regular.

The quadratic map @ is said to be surjective if Q(X) =Y. If Q has a regular
zero h, then @ is surjective. Indeed, Q(h) = 0 and the vectors Q1h,...,Qrh are
linearly independent. Hence, applying the classical inverse function theorem to the
equation Q(z) = y at x = h, we see that the Q-image of the unit-ball neighbourhood
of h contains a neighbourhood of zero, and since @ is positive-homogeneous, it is
surjective.

For y € (Q(X) — C) let w(y) be the infimum in the problem

QO(:L') - infa Q(IL’) —yE Ca (54)

and let w(y) = +oo for all y ¢ (Q(X) — C). The function w thus defined is
positive-homogeneous, and if

qo(x) =0 Vo: Q(x) € C, (5.5)

then w(0) = 0. Let S = {y € Y: |y| = 1} be the unit sphere.

Lemma 5.1. Assume that (5.5) holds and, furthermore, if h € K and qo(h) = 0,
then @Q is regular at h with respect to the cone C. Then the function w is bounded
below on S, that is, there exists a d > 0 such that w(y) > —d for ally € S.
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Proof. Assume the converse. Then there exist sequences {x;} C X and {7;} C C
such that Q(z;) —7; = y; € S for all ¢ and ¢o(z;) — —o0, so that |z;| — oo. Let
h; = x;|x;| 71 and n; = 7j;|z;| 2. Since |h;| = 1, by passing to a subsequence we can
assume that h; — h, and therefore n; — n € C, because |Q(hl) — m| = |x;|72 = 0.
Obviously, go(h) < 0, and also Q(h) = n = h € K. Hence go(h) = 0, and thus
the quadratic map @ is regular at the point h with respect to the cone C, so
that it satisfies the Robinson condition. Therefore, by Robinson’s theorem [16],
in a neighbourhood of h the distance to the set K has the estimate dist(h;, K) <
const x dist(Q(h;), C) < const |y;| |z;] 2 = const |z;| 2, because Q(h;) — yi|z:| 72 =
1; € C. Recall that dist denotes the distance from a point to a set, and also, const
will be our notation for a constant whose concrete value is not important for us.
Hence, for large indices ¢ there exist an h; € K and a §; such that h; = h; + &; and
|&;| < const |z;|~2. Then

ao(hi) = qo(h:) + qo(&) + 2(Qohi, &) = — const |&] > — const |a;| 2

(because qo(h;) = 0 by (5.5)), and thus qo(x;) = |z:|*qo(h;) = — const for all i.
This is a contradiction. [J

Corollary. Under the assumptions of Lemma 5.1
@(x)+d|Qx)—n| >0 VzeX, neC, (5.6)

where d > 0 is the constant in the lemma.

In fact, since the function w is positive-homogeneous, w(y) + d|y| > 0 for all y.
Let n € C and z € X. Substituting y = Q(z) — 7 in the above inequality and
bearing in mind that go(z) = w(y), we obtain (5.6).

For £ > 0 and integers s > 0 let

A(C)={x=(\y") € As: y* € C°}, AS(C) = { X € A(C): X0 > €},

where C° = {y* : (y*,y) <0 for all y € C} is the polar cone of C.
In what follows we assume that C' is a polyhedral cone, that is, it can be described
by finitely many homogeneous linear inequalities.

Theorem 5.1. Assume that the conditions (5.5) hold, and also that if h € K and
qo(h) =0, then @ is reqular at h with respect to the cone C. Then there exists an
€ > 0 such that

A=A 1 (O)# 2, max(Nw(y) +(y"y) 20 Vy. (5.7)

Note that we do not exclude the case K = @. In this case the inequality in (5.7)
holds automatically for y ¢ (Q(X) — C), because w(y) = +oo for such y.
For the proof of the theorem we require the following lemma.

Lemma 5.2. Let ¢o: X — R and ®: X — Y be fized smooth maps and let d be
a positive constant. Assume that the function f(z,n) = p(z) + d|®(x) + n| attains
its minimum with respect to x € X and n € C at a point (xg,1n0) such that

D(z9) + 10 =0, im®'(zg) +spanl' =Y, mng eril,
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where I' is a face of the cone C, and ri denotes the relative interior of a convex set.
Then there exists a y* € C° such that |y*| < d,

¢'(z0) + ®'(x0)"y" = 0, (5.8)
and for qo = ¢"(x0) and Q = " (o)
@) +y*Q(x) >0  Va: ®(zg)z € spanl. (5.9)

The proof of the lemma is similar to the proof of Proposition 2 in [32], where
the case I' = {0} was treated.

We now prove Theorem 5.1. Since w is a positive-homogeneous function, it is
sufficient to show that there exists an ¢ > 0 such that the set A = Aj,_,(C) is non-
empty and the inequality in (5.7) holds for each y € S. Let us show this.

By assumption the cone C' has finitely many faces. For each face we consider the
orthogonal projection of Y onto the orthogonal complement of the linear hull of this
face. Omitting the zero operator (if it is present) and renumbering the remaining
operators, we let them be Py,..., P,

We fix an arbitrary point y € S. By Sard’s theorem, the set of critical values
of each smooth map P.Q: X — im P, has Lebesgue measure zero. Hence, the set of
points which are regular values of each of the maps P.Q, r = 1,...,rg, is dense
in Y. Moreover, each of these maps is positive-homogeneous. Then there exists
a sequence {y,} converging to y such that y, € S for all s and each P,ys is a regular
value of all the maps P.Q, r=1,...,r¢.

By Lemma 5.1, (5.6) holds for some d > 0. For a positive integer ¢ we set
qo.i(z) = qo(z) + i~ |z|* and Qo = Qo + i~ 'I, where [ is the identity matrix. We
fix an arbitrary index s and consider the family of problems

filz,n) = qoi(x) +d|Q(z) —n—ys| —inf, ze€X, nedC,

which depend on the positive integer parameter i. They are called the i-problems.
By Lemma 5.1 the infimum in each i-problem is finite. We assert that it is attained.
Indeed, let {z;,n;} be a minimizing sequence in the i-problem. Then f;(x;,7;) >
i a;|? — dlys| by (5.6), so if |zj| — oo, then fi(zj,m;) — oo as j — oo, which
is impossible. Hence, the sequence {z;} is bounded and therefore {n;} is also
bounded. Passing to subsequences, we obtain two convergent sequences, so that
their limits give a solution of the i-problem.

Let z; 5,7; s be some solution of the ¢-problem. For fixed i we consider two cases.

The first case: Q(x;s) — 1i,s # Ys. Then the function f; being minimized in the
i-problem is smooth in a neighbourhood of the solution (x; s, 7; ). Therefore, by
the classical necessary conditions of orders 1 and 2,

afi afi 0

- \WLi,syT)i,s =2 7 4 is:07 a_ \Li,sy Tliys =—yr —C, 5.10

5y (LissrTis) = 2(Qoi + 7. Q)i an (TissMiys) = —Yis € (5.10)
qo,i(x) + nyQ(:E) >0 Vz € ker Qx; 5, (5.11)

where y; ;= d(Q(mi,S)—ni’s —ys)/’Q(xi,S)—m’s —yS’. Let us analyse these relations.
First let Q(x;,s) # 0. Then we set II; = ker Qx; s + span{z; s}. By (5.10) and
(5.11) we have qoi(z) + y; ,Q(x) > 0 for all z € TI;. Moreover, codimIl; < k — 1
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because z; s & ker Qz; 5, since (Qz; )% s = Q(z;s) # 0. Hence, in view of (5.10)
we have 0
* *
yi,s ecC ’ |yi,s‘ < d7
X . 1oy —1/2
)‘?,5(17yi,5) € Ak?*l for )‘?,s = (1 + |yi,s|2) / .

Taking the inner product of the first formula in (5.10) and z; s, and using the
definition of y; ;, we get that

(5.12)

90,i(Tis) + d|Q(wis) — Mivs — Ys| + (Wi s ¥s) = — (Ui o mis) 2 0.
On the other hand,

qo,i(x) +d|Q(x) — 1 — ys|
2 qui(I’Ls) + d|Q($l,g) — 7]1‘75 — ys| V.CE S X, VT] S C, (513)

because (x; s,7;,s) solves the i-problem. Thus, by the previous inequality
min{qo ;(z) + d|Q(z) — n — ys

Let Q(z;s) = 0. Taking the inner product of (5.10) and z; s, we get that
qo,i(zis) = 0. Hence, (0,7 s) is also a solution of the i-problem. Substituting the
point z = 0 for x; s in (5.11), we have qo ;(z) + y; ;Q(x) > 0 for all x, which yields
(5.12). The proof of (5.14) is similar.

The second case: Q(z;s) — Mi,s = yYs. Each point in a polyhedral cone lies in
the relative interior of one of its faces. Then C has a face I' such that n; s € ril'.
First let spanT’ # Y. Taking the corresponding projection operator P, # 0 onto
(spanT)*t, we have P s = 0 = P,.Q(z;5) = Prys. Hence, im Qz; s +spanl =Y
by construction, and thus the assumptions of Lemma 5.2 hold for the i-problem.
By the lemma there exist y; ; satisfying (5.10) and (5.12). Here we have used (5.9)

,zeX, neC+(yi,,ys) = 0. (5.14)

and the fact that the subspace II; = {x: Q[z;s, 2] € span I‘} has codimension at
most (k — 1). On the other hand, if spanT’ = Y, then n; ; € int C, which easily
shows that conditions (5.10) and (5.12) hold for y; , = 0.

Taking the inner product of the first equality in (5.10) and z; 5, we get that
0,i(wi,s) + (Ui s, Q(4,5)) = 0. Then using (5.13) and taking account of the relations
Q(zis) —Mis —ys = 0 and <y;‘,s,ni’s> < 0, we arrive at (5.14).

Thus, by considering the above two cases we have proved that there exist y;
such that (5.12) and (5.14) hold. For each fixed s we select from the bounded
sequence {y; } a convergent subsequence, so that y;, — y5 as i — oo for some y
with |y¥| < d. Similarly, passing from {y*} to a subsequence, we can assume that
yr — §* as s — oo for some y*. We fix x € X and n € C and pass to the limit
in (5.12) and (5.14): first, for fixed s as i — oo, and then as s — co. Since the set
Aj_1 is closed, we have |§*| < d, §* € CY,

A=y €A1 (C)  for A= (14197273 yr =20,
ANinf{qo(z) +d|Q(x) —n—y|, 2 € X, n e C} + (y*,y) > 0.

From the last inequality we get that \qo(z) + (y*,y) > 0 for all z such that
Q(z) —y € C = Nuw(y) + (y*,y) > 0. Let ¢ = (14 d?)~/2. Then \° > ¢, because
|7*| < d. The proof is complete.
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The above proof of Theorem 5.1 is based on an analysis of the problem
f(x»n):%(x)‘f'd’@(x)_ﬁ_y’ —>i1’lf, .’EGX, 77607 (515)

in which by Lemma 5.1 the infimum is finite for each y. If the infimum in (5.15)
could be attained for each y, then in the proof of the theorem we could do without
the family of i-problems, simply by analysing the minimum points of f. If the
form qg is positive on K, then by increasing d if necessary we easily deduce from
Lemma 5.1 that each minimizing sequence in the problem (5.15) is bounded, and
therefore the minimum in the problem is attained. However, even for £k = 1 this
does not hold without the additional assumption that qq is positive on K. Indeed,
let C = {0}, qo(x) = 2%, and Q(x) = q1(x) = w122. Then for any d > 0 and
y € Y \ {0} the infimum in (5.15) is zero, but it is not attained.

Examples in [32] show that even for C' = {0} the following cases are possible:
all the assumptions of Theorem 5.1 hold, but the infimum in (5.4) is not attained
whatever the choice of y # 0; for each o € R there exists a y = y(a) such that
the infimum in (5.4) is equal to «, but is not attained; the quadratic map @ is
surjective and each y # 0 is a regular value of it, but all the non-trivial zeros of @
are irregular and go vanishes on K, while w(y) = —oo for all y # 0.

Theorem 5.1 has the following consequence.

Theorem 5.2. Assume that go(x) > 0 for all x € K. Then there exists an e > 0
such that

A=A (C)# 2 and r)r\lea[{(()\oqo(x) +y*Q(2)) > elz|* VzeX,

where the set AZ°(C) consists of those A = (A, y*) such that |A\| = 1, \* > ¢,
y* € C° and there exists a linear subspace I1 C X such that

codimII < s, Aqo(x) +y*Q(z) > elz|?* Vaz eIl

Theorems 5.1 and 5.2 describe necessary conditions for gy to be non-negative
definite and positive definite on the cone K, respectively. Obviously, they are also
sufficient.

Unfortunately, Theorems 5.1 and 5.2 are essentially finite-dimensional, and their
statements can fail if dim X = oco. Here is an example of this.

Example 5.1. Let X be an infinite-dimensional Hilbert space, let Y =R, let C' =
{0}, let A: X — X be a symmetric compact positive-definite linear operator, let
qo(w) = —|z|?, and let ¢; (x) = (Az,z). Then K = @, but at the same time A§ = @
for all £ > 0, because the Legendrian quadratic form (—qo/2+ A1¢1) has finite index
for each A1 (see [1], §6.2), and thus ind(gp + A1g1) = oo for all A;.

Example 5.2 (see [32], Example 3). Let n = 4, k = 2, C = {0}, qo(z) = zau4,
q1(z) = 2122, and qo(z) = —22 + 23 + 23. It can be immediately verified that the
irregular zeros have the form = = (0,0,0, z4), while all the other non-trivial zeros
are regular. Furthermore, if Q(x) = 0, then 2o = 0 = ¢o(z) = 0. At the same time,
w((0,1)) = —o0, so that neither the assertion of Lemma 5.1 nor the inequality (5.7)
in Theorem 5.1 holds.
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This example shows that if (5.1) holds, but the quadratic map @ has at least
one irregular non-trivial zero h such that go(h) = 0, then Theorem 5.1 can fail even
for C' = {0}. However, Theorem 5.2 has the following consequence.

For € > 0 let A(e) be the set of A = (A\,4*) such that [\ =1, A > 0, y* € C°,
and there exists a linear subspace II C X such that

codimM < k—1, Ng(z) +y*Q(z) +eXz> >0 Va eI\ {0}.
Corollary. Assume that (5.5) holds. Then for each x € X \ {0}
Ve>0 3x=Ae)=(\%y") e Ale): Ngo(x) +y*Q(x) + X[z > 0. (5.16)

This follows by applying Theorem 5.2 to the quadratic form go . = qo(z) +¢|z|?.
Let Aj_q )= Ls{A(l/i)} be the upper topological limit of the sequence of sets
{]\(l/z)} If (5.5) holds, then

A=A, 1(0) # 2, r;la/{((AOw(y) +(y*,y) =0 Vy. (5.17)
€
This follows from the family of conditions (5.16), because each limit point of
a sequence {\;} with \; € A(1/7) for all i belongs to Aj_;(C).

In turn, (5.17) implies condition (5.3) (in which the set Ay_; must be replaced
by Ap_1(C) if the cone C' is distinct from zero), because obviously A,_;(C) C
Ar—1(C). In general the converse is not true, as the following example shows:
n=2k=1,C={0}, qo(z) = —|z|%, and ¢1(z) = 22. Here (5.3) holds but (5.17)
fails, since obviously A(e) = @ for all € > 0 = A;_(C) = @. Thus, in the general
case condition (5.3), which is necessary for the quadratic form to be non-negative
on the cone K, is weaker than (5.17) and therefore is weaker than the family of
conditions (5.16).

Application to the theory of extremal problems. Let us return to the prob-
lem (3.1), in which we take X = R™. We shall present conditions ensuring that in
(2.18) we can manage with only the Lagrange multipliers for which A\° > 0.

Lemma 5.3. Let xg be an abnormal point, let F' be a 2-regular map at this point,
and assume both the classical Lagrange principle (3.13) and the quadratic growth
condition

301,00 > 0: folx) — folwo) = 61|z — 20l Va: F(x) =0, |x— 20| < do.
Then there exists an € > 0 such that

A= {)\ S Ak_l(.’L‘())Z N = 5} + 9
d 82—L( N|z,z] >0 Va € ker F'(x)
and  max —— (z0,A)[z, 2] > 0)-
Proof. In view of (3.13), we can assume without loss of generality that f{(xo) = 0.
Since F is 2-regular at xg, by Theorem 1 in [28] the set {ac: F(z) = 0} is locally
diffeomorphic in a neighbourhood of this point to the cone H(zy) in a neighbour-
hood of zero. From the last assumption of the lemma we get that f(xo)[z,z] >0

for all x € H(xo) with x # 0. Using Theorem 5.2, we finish the proof. O
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Let us return to the sufficient extremum conditions (4.1). Comparing them
to the necessary conditions (2.18), we see that they contain different sets A(xzo)
and Ag_1(zo) of Lagrange multipliers. This disparity seems unnatural. However,
replacing the set Ag_1(zo) in the necessary conditions by the larger set A(zg) is
unreasonable, because weaker necessary conditions will simply hold automatically
in abnormal problems.

In this connection we can ask the following: if we replace A(xg) in (4.1) by the
smaller set Ax_1(zg), will this make the sufficient conditions (4.1) weaker? Formally
yes, but the following lemma demonstrates that the sufficient conditions (4.1) do
not actually become weaker after such a replacement.

Lemma 5.4. Let x¢ be an abnormal point and assume that (4.1) holds. Then

0’L
max ﬁ(xo, N[z,z] >0 Vaz € ker F'(xg), z#0, A = Ag—1 (o).

This follows from Theorem 5.2 (see the details in [33], pp. 35, 36).

Surjectiveness and non-trivial zeros of quadratic maps. We ask about
a possible link between non-trivial zeros of a quadratic map and its surjective-
ness. As already pointed out, if the quadratic map @ has a regular zero, then Q
is surjective. At the same time (see [30]), all generic quadratic maps are regular.
Hence, if a generic quadratic map has a non-trivial zero, then it is surjective. The
converse is not true: the simplest example of a surjective quadratic map with no
non-trivial zeros is given by

Q: R? - R?, Q(x) = (w122, 23 — 23). (5.18)
However, there are no such examples for n > k. Namely, the following result holds.

Lemma 5.5. Let QQ be a surjective quadratic map and let
n>k?—1. (5.19)

Then the set of its non-trivial zeros is non-empty (K # &).

The proof of this lemma is based on Theorem 5.1; it is presented in [32]. The
lemma refines Proposition 1 in [30], which states that if a quadratic map @Q is essen-
tially surjective (this means that each quadratic map close to @ is surjective too)
and (5.19) holds, then the set of non-trivial zeros of @) is non-empty. Incidentally,
it is at present unclear whether there exists a surjective quadratic map which is not
essentially surjective.

The estimate (5.19) in Lemma 5.5 can be improved. For instance, if k = 2, then
the lemma holds already for n > 3. We consider the question of when the image
Q(X) of the quadratic map is convex or almost convex (a set M is said to be almost
convex [31] if there exists a convex set C such that C C M C c1C'). This question
is interesting both in itself and for applications (see [31] and the bibliography there
for details). We note only that for & = 2 the set Q(X) is convex [29], whereas for
k > 3 it may not even be almost convex. The following map is an example of this:

Q: R® - R3, Q(x) = (x129, 173, T2T3).
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In it y1y2y3 = 0 for all y = (y1,y2,y3) € Q(R?), but at the same time Q(R?)
contains three straight lines: y1 = y» =0, yo = y3 =0, and y; = y3 = 0.

For the most common case Q(X) is convex thanks to the presence of a regular
zero, because then Q(X) = Y. Here we present weaker conditions ensuring that
Q(X) is almost convex. For integers s > 0 we set

Yo ={y":y" #0, ind(y"Q) < s}. (5.20)
Lemma 5.6. Assume that
Fhe X: (y*,Q(h) <0 Vy* € Z_1\%. (5.21)

Then
int(%) € Q(X) C %

As above, here %" is the conjugate cone of %j.

Corollary. If (5.21) holds, then the set Q(X) is almost convex, that is, there exists
a convex set D such that D C Q(X) C clD.

The proofs of these results are presented in [32].

Quadratic forms vanishing on an intersection of quadrics. Let a;, i =
1,...,k, be fixed linear functionals. If a linear functional a¢ vanishes on the sub-
space {z: (a;,z) =0, =1,...,k}, then by the annihilator lemma (see [1]) there
exist «; such that ag = Zle a;a;. We shall investigate the analogous question for
quadratic maps.

We say that a form gy annihilates a cone {z: Q(z) = 0} if go(z) =0 for all «
such that Q(z) = 0. The question is whether in this case

dy eY*: Qo=y*Q? (5.22)

Already for k£ = 1 the example when @) is the identity matrix shows that without
additional assumptions about @ the answer is negative (since then any form gq
vanishes on the cone {z: Q(z) =0} = {0}).

We present conditions on @ ensuring that (5.22) holds for each quadratic form g
vanishing on {z: Q(z) = 0}. (A cone {z: Q(x) € C'} of more general form was
considered in [34].)

Theorem 5.3. Let conv %;,_1) be an acute cone (that is, a cone containing no
non-trivial subspaces) and assume that

JheX: (Q(h),y*)<0 Vy €%y (5.23)

Then (5.22) holds for each quadratic form qo vanishing on {x: Qz) = 0}.

Proof. By Lemma 6.1 established below (see also Lemma 2 in [35]) and (5.23)
the map @ is surjective. Since the cone conv %;(;_1) is acute, its polar cone has
a non-empty interior. Hence

JheX: (y,Qh) <0 Yy €Dy 1. (5.24)
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In the minimization problem (5.2) the minimum is attained at the abnormal
point xg = 0, so by (2.18) (see Theorem 2.7) there exists a A = (A%, y*) € Ap_;
such that Ago(h) + <y*,Q(ﬁ)> > 0. Then \° > 0 (for if \° = 0, then y* # 0,
ind(y*Q) < (k— 1), and (y*,Q(h)) > 0, in contradiction to (5.24)). Hence

Jyr: md(Qo+yiQ) <k—1, qo(h)+ (yi,Q(h)) > 0.

Similarly, if in the problem (5.2) considered above we replace qg by (—qo), then we
have

Jys: ind(-Qo+13Q) <k—1, —q(h) + (43, Q(Rh)) > 0.

We shall prove that y3 = —yi. Assume the contrary: yi + y5 # 0. Then bearing
in mind that the index of a sum of quadratic forms is not larger than the sum
of their indices, we get that (y} + y3) € Ph_1), (¥} + y;),Q(iL» > 0. This is
a contradiction to (5.24). Thus, y5 = —y¥. Hence setting y* = yI, Qo = Qo + y*Q,
and Go(z) = (Qox, ), we see that

indQo <k—1, ind(—Qo) <k—1,  Go(h)=0. (5.25)

We assert that @0 = 0. Assume the contrary. Then Gy # 0. Hence, by (5.24)
there exists an h sufficiently close to h such that

(W, Q(h))y <0 Yu* € Bp_1y,  qolh) #0. (5.26)

The quadratic form §p constructed also vanishes on {x: Qx) = ()}. Hence, using
arguments analogous to those above, we get for it and the vector & that

35" ind(Qo +7°Q) <k —1, ind(—(Qo+7°Q)) <k —1,

do(h) + (7", Q(h)) = 0. (5.27)

From the first inequality in (5.25) and the second inequality in (5.27),

2(k —1) > ind(Qo — (Qo + 7*Q)) = ind(—7"Q)
= ind(—§*Q) < 2(k — 1).

Similarly, from the second inequality in (5.25) and the first inequality in (5.27) we
have ind(§*Q) < 2(k —1). Thus, £7* € %4_1) = §* = 0, because conv %(;,_1)

is an acute cone. However, since §* = 0, the equality in (5.27) yields go(h) = 0,
contradicting (5.26) and showing that Qo =0= Qo +y*Q =0. O

The theory of quadratic maps is now at its initial stage of development, so we
present some problems in this theory which have not yet been solved.

Problem 1. Let Q: R® — RF be a surjective quadratic map. Is it true that any
sufficiently close quadratic map is also surjective? (We understand the closeness
of quadratic maps in an obvious sense: the matrices defining theme are pairwise
close.) A positive answer was given in [35] under the additional assumption that
the cone conv %}, is acute. The answer in the general case is not yet known.
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Problem 2. Let Q: R® — RF be a surjective quadratic map. Is it true that 0 €
int Q(B)? Here B is the unit ball in R™.

Problem 3. Let Q: R® — RF be a quadratic map with no non-trivial zeros. Then
the set %1 is non-empty. This follows from application of Theorem 2.7 to the
problem (5.2) for go(z) = —|z|>.

For k = 2,3,5,9 [36] contains examples of quadratic maps with no non-trivial
zeros, but with #;,_o = @. The question is whether there are examples of such
quadratic maps for k # 2,3,5,97

6. Inverse function theorems

The index approach. Let F: X — Y, where X is a linear space and Y = RF.
Fix g € X and let yo = F(z9). We present conditions ensuring that there exists
a neighbourhood V of yq such that for each y € V equation (1.6) has a solution z(y)
for which x(yo) = 2o and the map z(-) is continuous at yo in the finite topology
and satisfies some a priori bounds.

Theorem 6.1. Suppose that the map F is twice continuously differentiable in
a neighbourhood of xy with respect to the finite topology T. Assume that

JheX: Fl(zo)h=0, (y F'(z0)[hh]) <0 Vy*e F(xg). (6.1)

Then there exist a constant const, a neighbourhood V of the point yo, and a finite-
dimensional linear subspace I1 C X such that

VyeV Hm(y)eﬁ: F(:v(y)):y7

(6.2)
Hx(y) - onﬁ < Const(|y — yo| + |7T(y _ yo)ll/z).

As above, here 7 is the orthogonal projection of Y onto (im F’(:zco))l and .Z2(x)
is the set of y* € Y™* such that |y*| = 1, F'(z)*y* = 0, and X has a subspace II
such that (2.19) holds.

Moreover, if 0 & conv .#2(xg) and (6.2) is satisfied, then (6.1) holds. However, it
was observed in §2 (see also [5], Chap. 1, §1.9) that for n > k generic maps have
the property that 0 ¢ conv.#2z) for all , and therefore for them Theorem 6.1
gives not only sufficient but also necessary conditions for an inverse function z(-)
to exist.

If ¢ is a normal point, then .#?(x¢) = @, m = 0, and Theorem 6.1 becomes in
fact a classical inverse function theorem (here is easy to prove separately that the
map z(-) can be taken to be smooth). On the other hand, if ¢ is abnormal, then
7 # 0 and for the solution we have only the estimate (6.2) with orders 1 and 1/2
in the arguments, in contrast to the linear estimate in the classical case.

A proof of the above results in the general case based on necessary second-order
conditions in §2 is presented in [35]. To describe the central idea of the proof we
establish the following result, which yields Theorem 6.1 in the special case when
zo = 0 and F' is a quadratic map.

Lemma 6.1. Let Q: R* =Y =R, k > 2, be a quadratic map and assume that

FheR™: (Q(h),y*) <0 Vy" € P (6.3)
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(see (5.20)). Then there exists a constant const such that
VyeY 3Ja(y) eR": Qz(y)) =y, |a(y)| < const ly|*/2.

Proof. Assume the converse. Then it is easy to see that for each i there exists
a y; € Y such that |y;| = 1, and the point x = 0, x = 0 is a solution in the
minimization problem

|z|* —ix » min,  Q(z) —xy;i =0,  (z,x) ER"xR.

By the necessary second-order conditions (2.18) for this problem, there exist A? > 0,
yr € Y with A\Y + |y#| = 1, and a linear subspace II; C R™ x R such that

codimII; < k — 1, x=0 V(z,%) eIl iN + (yf,y:) =0,
<yf,Q(m)>—|—)\?|x|2>0 VmeHi:{xeR”: (z,x) eﬁi},
(g5, Q(h)) + A|n> > 0.

Then codimIl; < k — 2 = ind(y;Q + N\I) < k — 2 (I is the identity matrix).
Furthermore, \) — 0 = |yf| — 1. By going to a subsequence we can assume that
y; — y*, ly*| = 1. Passing to the limit as i — oo, we get that (y*,Q(h)) > 0, and
then y* € #,_2 by Theorem 2.3. This is a contradiction to (6.3). O

For k = 1 we must replace (6.3) by (5.23) or by % = @: these relations are
equivalent for k = 1.

Lemma 6.1 gives sufficient conditions for quadratic maps to be surjective. It
is important to point out that in view of Example 4 in [37] the example of the
map (5.18) shows that there is not necessarily a continuous map z(-) in Lemma 6.1.

2-regularity. A mere solution of (1.6) is often insufficient for applications: one
must find solutions z € K, where K is a fixed subset of Y. Of course, along with
abnormality, the constraint x € K brings additional complications to the problem.

Let us consider the following problem, which is more general than (1.6): find
a solution to the equation

F(z,0) =0, z €K, (6.4)

where F': X x¥ — Y is a given map, X and Y are Banach spaces, X is a topological
space, and K C X is a closed convex cone. Suppose that there exist an zg € K
and a o9 € ¥ such that F(zq,00) = 0.
Under the assumption that F' is smooth, it follows from Robinson’s stability
theorem [16], [14] that if the Robinson regularity condition
OF

%({L'(), O'())(K + span{xo}) =Y (65)

holds (for K = X the Robinson condition is the condition of normality), then the
point o has a neighbourhood O such that for each o € O there exists an z(0) € K
for which

F(z(0),0) =0, |lz(0) — 2ol < const||F(zo,0)|| Vo eO. (6.6)

Though the question of whether the map z(-) can be taken to be continuous was
not discussed in the papers cited, the following result holds.
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Theorem 6.2 (classical implicit function theorem). Let F': X x3 — Y be continu-
ous in a neighbourhood of a point (xg,00), assume that F is strictly x-differentiable
at this point uniformly with respect to o, and assume that the Robinson condition
(6.5) is satisfied. Then the point o¢ has a neighbourhood O in which there exists
a continuous map x(-): O — K such that (6.6) holds.

Let us now consider implicit function theorems without the a priori imposition
of the Robinson condition. As for F', we assume that it is twice continuously
a-differentiable uniformly with respect to ¢ in a neighbourhood of (zg,00) and
that for each fixed o its second partial derivative ‘?;I; (-,0), regarded as a symmet-
ric bilinear map, satisfies a Lipschitz condition with respect to x with Lipschitz

constant independent of o (see [38] for details). We assume that the maps F(zo, -),

‘gﬁ? (z9,-), and %zz (z9, ) are continuous in a neighbourhood of oy.
Let

oF
A = K + span{z}, C = 87@0700)(%).

We assume that the linear span span C' of the cone C is closed and is a topologi-
cally complemented subspace. Let m denote the continuous linear operator which
projects Y onto a complementary subspace to span C'.

Definition. Let

oF 0*F
hex, %(xoaOO)hZOa o2

Then the map F is said to be 2-regular at a point (zg, 0g) with respect to K in the
direction h if

oF 0*F OF

g(xoﬂo)(r%/) 9 (0, 00) h,fﬂkﬂ%

In the case when ri C' # @ another definition of 2-regularity, which is equivalent

to the above, was presented in [39]. For K = X both definitions become the
2-regularity condition discussed in the previous sections.

Theorem 6.3. Let riC # @ and assume that there exists an h € X such that the
map F is 2-reqular at a point (xo,00) with respect to K in the direction h (that is,
(6.7) and (6.8) hold). Then for each | € riC' there exist a neighbourhood O of oy,
a0 >0, and a continuous map x(-): O — K such that

(CL'(), U())[h, h] eC. (67)

(Z‘Q,O'o) =Y. (68)

F(z(c),0) =0 Vo eO, (6.9)
|2(0) = 0| < const(A1(0) + Az(0) + || F (o, 0)||
+p(=F(20,0),C5)"?)  VYoeo, (6.10)
where
oF

Ai(o) = sup{

— (o, , ¢ € span K, <1y,
Wax(xo o)x||, x € span lz|| < }

As(0) = sup{Hgi(xo,U)

, T € ker gF(l‘o,Uo)ﬂ% ]| < }

and Cs = cone(B;(l)) NspanC (cone denotes the conical hull of a set).
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Making the additional assumption

OF

the cone a—(azm 00)(K) is a subspace, (6.11)
x

we can improve the estimate (6.10) in Theorem 6.3 by dropping the term As(c).
Namely, the following result holds.

Theorem 6.4. Under the assumptions of Theorem 6.3 suppose that condition (6.11)
also holds. Then the point o¢ has a neighbourhood in which there exists a continuous
map z(-): O — K such that both (6.9) and the estimate

|2(0) — ol < const(Ay(o) + ||F(xo,0)|| + H7TF(960,U)H1/2) VoeO (6.12)
hold.

The classical implicit function theorem follows from Theorem 6.4 (for if the
Robinson condition holds, then # = 0). Theorem 6.4 also yields a generalized
implicit function theorem concerned with solving the equation F(z,0) = y with
respect to € K (see Theorem 5 in [38] for details).

From Theorem 6.4 and the results of [24] we can deduce Theorem 6.1, even
improving it in the abnormal case. Namely, let o be an abnormal point and
assume that

JheX: Fl(zo)h=0, (y*, F'(wo)[h,h]) <0 Vy* € F (x). (6.13)

Then there exist a neighbourhood V of yg = F(xg), a finite-dimensional linear
subspace I C X, and a continuous map z(-): V — II such that (6.2) holds.

Indeed, by (6.13) and Theorem 2 in [23] there is a direction h € X such that F'
is 2-regular at xg along h. Hence the required result follows from Theorem 6.4 with
K = X, because F' is linear in ¢ under the assumptions of Theorem 6.1, and then
the term A in (6.12) vanishes for K = X.

Theorems 6.3 and 6.4 hold only provided that the cone ri C' is non-empty. How-
ever, if Y is infinite-dimensional, then a convex cone C' in Y can have empty relative
interior. Therefore, we present an implicit function theorem which holds without
the a priori assumption that ri C' is non-empty.

Theorem 6.5. Let F' be a 2-regular map at (zg,00) with respect to K in some
direction h € X (that is, (6.7) and (6.8) hold). Then the point o has a neighbour-
hood O in which there exists a continuous map x(-): O — K such that (6.9) holds
and

Hx(a) - .T()H < const(A1(0) + Az(o) + HF(Z‘(),O')H1/2) Vo eO.

These results were obtained in [38] and [40], where there are also some examples
given as illustrations. We note that the estimates for Hx(o) —on in these theorems
have orders 1 and 1/2 with respect to the arguments, in contrast to the linear
estimate in the classical implicit function theorem.

For K = X an implicit function theorem at an abnormal point was obtained
in [41], where under the assumption that F' is 2-regular in some direction it was
proved that there exists a map z(-) satisfying (6.9) and the estimate (6.12) with
A; = 0. The question of the continuity of x(-) was not treated in [41].
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Equations with non-closed image. We return to equation (1.6) in the case
when X and Y are Banach spaces. Theorems 6.3-6.5 can also be applied to (1.6),
but under the assumption that the range im F’(zg) is closed. However, if z is
an abnormal point and the space Y is infinite-dimensional, then this assumption
can be a burden. Here we present an inverse function theorem in which we do not
assume that im F’(xg) is closed. Let F be a map with two continuous derivatives
such that the second derivative is Lipschitz-continuous in a neighbourhood of zg.

Theorem 6.6. Let F' be a 2-reqular map in some direction h satisfying condi-
tions (3.15). Then there exist r,c,c1 > 0 such that for each | € im F'(xzo) and each
y € By (yo,7(1)) there is an x(y) € Bx (xo,r) for which

Fz(y) =y, lz(y) —zol < er(b@lly = yoll + ly = ol *110(y — yo) — 6Q)II'/?),

where yo = F(xo), Bx(z,p) is the ball in X of radius p about x, 6(y) = y/||yl
fory # 0, 0(0) = 0, b(y) = inf{[|z]|: F'(zo)x = 0(y)} for y € imF'(xg), and
(1) = min{er/b(l), cr?}.

For [ = 0 this theorem has an important consequence.

Corollary. Under the assumptions of Theorem 6.6 there exist r,c > 0 such that

Vy € By(yo,r) Ja(y): Flz) =y, |ay)— ol < clly— ol

Theorem 6.7. Let F be a 2-regular map in some direction h € H(xzg) (see (3.2)).
Then there exist constants r,c,c1,co > 0 such that for each 1 € im F'(xzg) and each

y € By (yo,7(1))
Jz(y) € Bx(zo,7): F(z(y)) =y, z(y) =z0+ty)(h+E+x1)+O0(E (),

where r(l) is as defined above,

_ 1/2 _
t(y) = max{erlly — yollb@)r™", e2lly — wol 2|6y — o) — 6@) =72,
and & and x1 are arbitrary solutions of a certain linear-quadratic system of equations
(explicitly written out in Theorem 2 in [23]).

This theorem includes the assertion that the required £ and x; exist. The proofs
of both theorems and examples illustrating them can be found in [22].

7. Necessary second-order conditions in optimal control problems

The Lagrange problem. As one application of the results in § 2 we obtain neces-
sary conditions for a weak minimum in an optimal control problem. We start with
the Lagrange problem, that is, the problem without constraints on the controls:

i = f(z,ut), €[t ta], (7.1)

Kl(p) <0, K2(p) =0, where p= (xl,l?)v Ty = x(tl)a T2 = x(tQ)a (72)

T = J(p,u) = Ko(p) + / * @, u,t) dt — min. (7.3)
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Here t € [t1, o] is the time, and the moments of time ¢; < t5 are fixed; © € R™ is the
phase variable, and u € R™ is the control parameter; f is a given n-dimensional
vector-valued function, and Ky and f° are scalar functions. The functions K;
and K> take values in the arithmetic spaces of dimension d(K7) and d(K5), respec-
tively. (Throughout, d(z) is the dimension of a vector z.)

As for the functions Ky, K7, and K5, they are assumed to be twice continuously
differentiable. The functions f° and f are twice continuously differentiable with
respect to (z, ) for almost all t. Moreover, together with all their partial derivatives
of orders 1 and 2 with respect to (z,u), they are measurable in ¢ for any fixed (x, u)
and are bounded and continuous in (x,u) on each bounded set uniformly with
respect to z, u, and ¢. We take the space of functions u = u(-) € L [t1, t2] for the
class of admissible controls.

As for the constraints (7.2), called the endpoint constraints, the following con-
dition of regularity is assumed: for each p satisfying (7.2),

OK.
rank a—;(p) = d(K3),

- . n  OK 0K, _
3= (@) € B 50020 =0, (P 05) <0
v] Kl,j(p) = 0, .7 = ]-avd(Kl)

A pair of vector-valued functions (z(t),u(t)), t € [t1,t2], is called an admissible
process if u(-) is an admissible control and x(-) is the corresponding solution of
(7.1) which satisfies the endpoint constraints (7.2). The original problem consists
in finding the minimum of the functional J on the set of admissible processes.

We set K = (K1,K>). Let H: R" x R™ x R x (R")* x R — R and [: R?" x
R!+4(K) . R be the Pontryagin function and the endpoint Lagrange function
defined by the formulae

H(.’I}7 u7t7w7 )‘0) = <f(x,u, t)7’(/}> - )\Ofo(‘r7 U,t),
l(pa )‘) = )‘OKO(p) + <)‘1a Kl(p)> + <A27K2(p)>7 A= (>‘07 >‘17 )‘2) € R1+d(K)7
where \0 € R, \* € R¥K) s =1,2 and v is an n-dimensional column vector.

We say that an admissible process (zo(-),uo(-)) satisfies the Euler-Lagrange
equation if there exists a vector A with

I\ =1, X0 >0, AL >0, (A, Ki(po)) =0 (7.4)

such that the vector-valued function v solving the Cauchy problem

9= - (o) w0t X)), () = 50N (79)
X T1
satisfies
ol
P(ta) = (po,A), where pg = (zo(t1),z0(t2)), (7.6)

Oy
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and

%(Jfo(t%w(t),t,w(t)do) =0 VYt (7.7)

where V¢ means ‘for almost all #. Note that since the endpoint constraints are
regular, we have A° + |4 (t)| > 0 for all .

Let A(zo(+),uo(-)) denote the set of vectors A corresponding to an admissible
process (m0(~),u0(-)) by virtue of the Euler—Lagrange equation; this set gives us
necessary first-order conditions for an extremum which are weaker in general than
the Pontryagin maximum principle and which are equivalent to it in the case of
problems linear in the control. A process satisfying the Euler-Lagrange equation
is called an extremal.

We consider an extremal (zo(-), ug(+)). From the endpoint constraints (7.2) we
shall again remove for convenience all the constraints of inequality type correspond-
ing to the inactive indices and assume that Ki(pg) = 0. The system of equations
in variations corresponding to this extremal has the form

%&v = (530%(1‘0(1&), up(t),t) + 6u(t)%(wo(t),uo(t),t),

Ox (7.8)
ou € Lg [tl, fg]

We look at the space X = R™ x LT [t1,t5] and in it the cone & (zo(-),uo(-)) of
critical directions consisting of the pairs (£, du) such that

(300, 80(t2) 5L ) <0, (Bat).Ba(t2) 2 p0) = 0. (79)

Here and below, dx is the solution of the system of equations in variations (7.8)
corresponding to du and with the initial condition dz(t1) = €. Let

N = {(57611) € X: ((Sx(tl),éx(tg))%—lz(po) = 0}.

Obviously, A4 is the maximal linear subspace of % (zo(-), uo(+)).
For A € A(zo(+),uo(+)) we define a quadratic form I'(A) on X:

(&80 ) = g (o0, ) [(B(12), 82(22), (B(tr). (1))
— [ g (00 uole). 00,2 [(5a(0) (). (31, Gt

Let ® be the fundamental matrix of the system of equations in variations (7.8),
that is, the solution of the homogeneous linear system 4& = &L (2q(t), uo(t), )
with ®(t1) = I, where I is the identity matrix. We set

oK
8302

0K K af

A= ——(po) + ‘b(t2)87x2(po)’ B(t) = == (20(t), uo(t),t) @' (t)®(t2)

021 9 (o)
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and consider the extended controllability matrix
ta
D= A"A+ / BY(1)B(t) dt (7.10)
t1

(of size d(K) x d(K)). Let d be the dimension of the kernel of D. Finally, let
Ao = Ay (a:o(-), u0(~)) denote the set of A € A(xo(-), uo(-)) such that the restriction
of the form I'(\) to the subspace A% has index at most § = min(d, 2n).

Theorem 7.1. Let (mo(-),u0(~)) be an admissible process which supplies a weak
minimum in the problem (7.1)—(7.3). Then Ay # @ and for arbitrary (§,0u) € A&
satisfying

0K t2 af°
<(5x(t1),5x(t2)), ap(po)> + /t <(633(t),6u(t)), e (xo(t),uo(t),t)> dt <0
(7.11)
the following inequality holds:
max I'(¢, du; A) > 0. (7.12)

AEAg

The proof consists in reformulating the optimal control problem (7.1)—(7.3) in
the abstract form (2.1) and applying to it Theorem 2.1, after which the result must
be deciphered. Namely, by the standard existence and uniqueness theorems, for
any (z1,u(+)) € X sufficiently close to (zo(t1),uo(-)) the Cauchy problem

i=f(z,u),t), xlti)=z1, tE [, 1],
has a unique solution, which we denote by z(-). For (z1,u(-)) as above we set
Fs(mlvu(')) :Ks(xlax(tZ))7 s=1,2,

folen,u() = Ko(er, 2(t2) +/2f0(x(t),u(t),t) dt.

t1

Let us consider the problem
fo(z1,u(-)) — min, Fi (21, u(+)) <0, Fy(21,u(+)) = 0. (7.13)

The point (xo(tl), u0(~)) supplies a local minimum in this problem with respect to
the finite topology. Hence, we can apply the necessary conditions of orders 1 and
2 from Theorem 2.1. After standard transformations (see [3], §4.1 for details) the
Lagrange principle (2.2) gives rise to the Euler-Lagrange conditions, while (2.4),
after similar transformations, gives rise to (7.12). Here it is used that the subspace
A% C X has codimension d(K) — d (see Proposition 1 in [42]) and A% coincides
with the kernel of the derivative of the map F = (F|, Fy): X — R*¥) at the point
(zo(t1),uo(-))-

We discuss the theorem. It is known that for an extremal (zo(-),uo(-)) the
condition d = 0 is tantamount to the controllability of the system of equations in
variations (7.8) (the normality condition), which ensures the local controllability of
the system (7.1) in a neighbourhood of (x(-), uo(+)). If one or both of the endpoints
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x1 and a2 of the trajectory are free (so that the map K does not depend on the
corresponding variable x; or x3), then d = 0. On the other hand, if at least one
endpoint, x; or xz9, is fixed in advance, then we can take § = min(d, n).

Assume that there are no endpoint constraints of inequality type (so d(K7) = 0).
Then we can omit the assumption (7.11) in the statement of the theorem. In
addition if d = 0, then A(Jco(-), uo(-)) consists of a unique point A, and the theorem
guarantees that the form I'(\) is non-negative on ¢, which is the classical necessary
second-order condition. On the other hand, if an extremal supplies a weak minimum
but is abnormal (that is, d # 0), then a A € A(2o(-),uo(-)) such that I'(A) is
non-negative on J# does not necessarily exist: a corresponding example is due to
E.J. McShane and goes back to 1941 (see [11]).

Problems with mixed constraints. We consider the optimal control problem
with mixed constraints

Ri(x,u,t) <0, Ro(z,u,t) =0, (7.14)

where the R,: R” x R™ x R — R¥ ) s = 1,2 are given maps satisfying the
same smoothness assumptions as f. An admissible process in this problem is
a pair of vector-valued functions (z(t),u(t)), t € [t1,t2], in which u(-) is an admis-
sible control and the corresponding solution z(-) of equation (7.1) must satisfy
the endpoint constraints (7.2) and the mixed constraints Ry (z(t),u(t),t) < 0 and
Ry (x(t), u(t),t) = 0 for almost all ¢.

Consider an admissible process (zo(-),uo(-)). We assume that the mixed con-
straints are regular on this process, that is, there exists an €3 > 0 such that for
almost all t € [t1,t2] the matrix %R (t) contains a minor of order |I.,(t)| with mod-
ulus at least € located in the last d(Rz) columns and the columns with indices
i€l (t). Here R = (Rl, Ry), || is the cardinal number of a set I, and

—{Z 1 Rl) Rlz —é‘}

for € > 0; we also use the notation

OR OR

Ri(t) := Ry (wo(t),uo(t), t), %(t) = a(xo(t),uo(t),t), and so on.

We say that an admissible process (z(-),uo(-)) satisfies the Euler-Lagrange
equation in the problem with mixed constraints if there exist a vector A satisfying
(7.4) and a vector-valued function

n=(n,m): ns € LUAR[t) 1], s=1,2,

such that the vector-valued function v solving the Cauchy problem

BH OR, ., ol
w - T .. (l'o(t), uo(t)a t,7, )\0) + n(t)aix(t) ) ¢(t1) = 87561(])0’ )‘)7
satisfies conditions (7.6) and
OH OR

% (.’lto(t>7 uO(t>7 2 ¢(t), )‘0) - n(t)%“)* =0 Vt'
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Using the regularity of the mixed constraints and Gronwall’s inequality, we
get that each vector A corresponds by virtue of the Euler-Lagrange conditions
to a unique pair (¢/(-),7(-)). Let Ag(zo(:), uo(-)) be the set of A such that for some
vector-valued function 7 the pair (A, n) corresponds to the process (xo(-), u0(~)) by
virtue of the Euler—Lagrange equation in the problem with mixed constraints.

Let J#r denote the set of pairs (§,du) € X satisfying (7.9) and the conditions

<53:(t), ag;’i (t)> + <5u(t), ag;’i (t)> <0 Viel)

s (t) % ) + 5u(t)%

In X we consider the subspace A% of all (£, du) such that

<6a:(t), 3?;71 (t)> + <5u(t), 3];;”' (t)> —0  Vie ),

§x(t)%(t) + m(n%(t) =0 Vvt

For A € Ag(wo(-),uo(-)) we define a quadratic form I'r()) on X by

t)=0 Vit

to 32R
+/t1 <"(t)’8(x,u)2 (xo(t),uo(t),t)[(&c(t),éu(t)),(5x(t),5u(t))}>dt.

Let Ag,, = Agy, (z0(:), uo(+)) denote the set of A € Ag(zo(-), uo(-)) such that the
restriction of the form T'g()\) to the subspace A% N A% has index at most g =
min(dg, 2n). Here dp is the dimension of the kernel of the extended controllability
matrix Dg, which is explicitly written in [42]. In the particular case when the
map R is independent of z, D can be calculated by the formula (7.10) with B(t)
replaced by the matrix Br(t) = P(t)B(t), where P(t) is the operator of orthogonal
projection of R™ onto the subspace

{u eR™: <a§;’i (t),u> =0Vielt), u%(t) = }

Theorem 7.2. Let (2o(-),uo(+)) be an admissible process which supplies a weak
minimum in the problem with mized constraints (7.1)—~(7.3), (7.14). Then Ag,, # &
and for arbitrary (§,0u) € Ky satisfying (7.11),

: > 0. .
)\rg/z\x;; Tr(&0u; A) 20 (7.15)

The proof of Theorem 7.2 is essentially as follows. First we introduce an addi-
tional control v € R¥) and consider the problem (7.1)~(7.3) with the mixed
constraints

Ri(z,u,t) —v =0, Ro(z,u,t) =0, v < 0;

obviously, it is equivalent to the original problem (7.1)-(7.3), (7.14). Since the
mixed constraints (7.14) are regular, we can solve the system R;(z,u,t) —v = 0,
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Rs(z,u,t) = 0 locally with respect to some of the variables and reduce the original
problem to one which involves only geometric constraints on the controls v < 0
instead of mixed constraints (see [42] for details).

Restating the problem under consideration as a minimization problem in the
Banach space R™ x L™ [t1,t5], we obtain the problem (7.13) with an additional
constraint on the control: v(-) € C, where C' = {uv(-) € LR, v(t) < 0 for almost
all t}. Applying Theorem 2.4 to this problem (see [43] for detalls) we see that

Ay, # @ and (7.15) holds for arbitrary (&,0u) € . Here A consists of those
(&,6u) € X such that (7.9) and (7.11) hold and the condition dv € C + span{vy}
is satisfied, where dv and vg are the first d(R;) components of the vector-valued
functions du and wg, respectively. However, by Theorem 2 in [12] the closure of the
set % coincides with the set of (&,0u) € AR such that (7.11) holds. Furthermore,
as noted in §2 (see also Lemma 1 in [12]), the set Ay, is compact, and therefore
the maximum function (£, du) = maxyen,, I'(§; du; A) is continuous. The required

result holds because the function v is non-negative on ¢ .

In optimal control problems with phase constraints and non-fixed time the neces-
sary second-order conditions which require that the set Ay of Lagrange multipliers
be non-empty for an appropriate choice of s were deduced in [9]-[11]. In these
papers necessary conditions of the first order were taken in the form of the Pon-
tryagin maximum principle rather than in the form of the Euler-Lagrange equation.

8. Some applications

Bifurcation theory. Let X, 3, and Y be Banach spaces and let F': X x¥ — Y be
a fixed map which is twice continuously differentiable in a neighbourhood of a point
(z0,00). We assume that the subspace ker (a:o, 00) is topologically complemented
and the subspace im %F (%0, 00) has finite Codlmenswn (and hence is closed). Let

F(xg,0) =0 for all o in some neighbourhood of oy.

Recall that (g, 0¢) is a bifurcation point if there exists a sequence {(z;, 0;) } with
x; # 0 for all ¢ that converges to (x,00) and is such that F'(z;,0;) = 0 for all 4. If
x¢ is a normal point, that is, im %—i(xo, 00) =Y, then bifurcations are described in
terms of the kernel ker %—i(x(], 0p). Bifurcation points (xg, 0¢) where x( is abnormal
are of particular interest.

Using the results of §2, we can find sufficient conditions for a bifurcation also in
the abnormal case. Consider the point (xg,0¢) mentioned above. First, using the
Lyapunov—Schmidt construction, we reduce the problem to the case when Y = R¥
and ‘g—f(xo, 00) = 0. Then we consider the minimization problem

folz,0) = (x — g, 2") — min, F(x,0) =0,

where z* is an arbitrary non-zero continuous linear functional on X. If (z, 09) is
not a local minimum point in this problem, then obviously it is a bifurcation point.
Therefore, using Theorem 2.7 (more precisely, writing out the negation of condition
(2.18)), we obtain sufficient conditions for a bifurcation (see [44]).
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Sensitivity theory. In applications it is often necessary to investigate a whole
family of extremal problems instead of a single problem, for example,

fo(z,0) — min, F(z,0) =0,

where o € X is a parameter. We are interested in the dependence on o of the
minimum points in these problems or at least the minimum values w(c), or we
can even ask whether the set {z: F(z,0) = 0} of admissible points is non-empty
for all o close to the distinguished value og of the parameter for which we known
the solution xy. For instance, the continuity of the minimum function w means
that the problem is well posed. If xg is a normal point, then these questions have
been well studied with the use of the classical implicit function theorem (see [14]
and the bibliography there). However, if xo is an abnormal point, then we can
no longer use this machinery. Nevertheless, also in this case the upper and lower
semicontinuity of w has been investigated using the implicit function theorems in
§6 and closely related results in [45], and upper and lower bounds for this function
have been obtained, as well as asymptotic expansions of it. In [46] these results
were extended to a problem with constraints F'(z,c) € C, C being a closed convex
cone.

Controllability theory. We consider a control system (7.1) with the initial con-
dition z(t;) = x1, where 2 is fixed. Let (zo(-), uo(-)) be a given admissible process.
We ask whether it is locally controllable, that is, whether we can use admissible
controls sufficiently close to ug(-) to attain an arbitrary point in a neighbourhood
of the point z((t2) at the time t5 by moving along the trajectory of the control
system (7.1). If the linear system of equations in variations (7.8) is controllable for
the process under consideration, that is, the extended controllability matrix (7.10)
has a null kernel, then the classical inverse function theorem gives us an affirmative
answer to this question. But if the kernel is distinct from zero, so that the process
(zo(-),u0(-)) is abnormal, then the classical inverse function theorem cannot be
used for studying local controllability. However, also in this case the implicit and
inverse function theorems in §6 yield sufficient conditions for local controllability
(see [47)).

The theory of quadratic maps. In the recent paper [48] two open problems in
the theory of quadratic maps were stated among others. The first is as follows: for
a fixed quadratic map Q = (qi,...,qr): X = R® — RF find sufficient conditions
in terms of the matrices (); which ensure that the set K = {x: Q(x) =0,z # 0}
of non-trivial zeros is empty. The second problem consists in finding sufficient
conditions ensuring that

max{q1(z),...,qe(z)} >0 Va#0

(or max{qi(z),...,qe(z)} 20 Va). ®.1)

The solution of these problems is based on the results in § 5. For integers s > 0 we

set
W ={y* #0: ind" y*Q < s}, Y ={y* € ¥:y" >0},

Y ={y* ey =0},
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where ind ™" ¢ is the non-negative index of the quadratic form ¢, that is, the number
of non-positive eigenvalues of its matrix. Note that in contrast to %, the cone #,*
can have a non-closed intersection with the unit sphere.

Theorem 8.1. The condition K = & is equivalent to the condition

Vee X\ {0} Iy e : (¥, Qx))>0.
If (5.19) holds, then the condition K = & is equivalent to the condition

Ve e X\ {0} Iy e, (v, Q(z)) > 0.

Theorem 8.2. The first condition in (8.1) is equivalent to the condition
Vee X\{0} Iy erl,: (y*,Q(z)) > 0.

The second condition in (8.1) is equivalent to the condition

VeeX 3y e o (y,Qx)) =0

We see that Theorem 8.1 solves the first problem and Theorem 8.2 solves the
second. The proof of Theorem 8.1 is based on Theorem 5.2, while Theorem 8.2 is
a consequence of Theorem 8.1.
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