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Hermite–Padé approximations and
multiple orthogonal polynomial ensembles

A. I. Aptekarev and A. B. J. Kuijlaars

Abstract. This paper is concerned with Hermite–Padé rational approxi-
mants of analytic functions and their connection with multiple orthogonal
polynomial ensembles of random matrices. Results on the analytic theory
of such approximants are discussed, namely, convergence and the distri-
bution of the poles of the rational approximants, and a survey is given of
results on the distribution of the eigenvalues of the corresponding random
matrices and on various regimes of such distributions. An important notion
used to describe and to prove these kinds of results is the equilibrium of
vector potentials with interaction matrices. This notion was introduced by
A.A. Gonchar and E. A.Rakhmanov in 1981.
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Keywords: Hermite–Padé approximants, multiple orthogonal polynomi-
als, weak and strong asymptotics, extremal equilibrium problems for a sys-
tem of measures, matrix Riemann–Hilbert problem, Christoffel–Darboux
formula, matrix model with an external source, non-intersecting paths,
two-matrix model.

Contents

Introduction 1134
Chapter 1. Hermite–Padé approximants 1137
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Introduction

We proceed to define a general construction of rational functions with a common
denominator which furnish an approximation of a vector of power series

f⃗ = (f1, . . . , fp), fj(z) =
∞∑

k=0

fj,k

zk+1
, j = 1, . . . , p. (0.1)

A vector

πn⃗ =
(

Qn⃗,1

Pn⃗
, . . . ,

Qn⃗,p

Pn⃗

)
, n⃗ = (n1, . . . , np) ∈ Np, (0.2)

of rational functions with the common denominator Pn⃗ is called a Hermite–Padé
approximant (of the second kind) with multi-index n⃗ to the vector f⃗ of power series
if

Pn⃗ ̸≡ 0, deg Pn⃗ 6 |n⃗ | := n1 + · · ·+ np, (0.3)

fj(z)Pn⃗(z)−Qn⃗,j(z) =: Rn⃗,j(z) = O

(
1

znj+1

)
as z →∞, j = 1, . . . , p. (0.4)

This construction was proposed by Hermite [1] in connection with his celebrated
proof of the transcendence of e. For p = 1, the approximants (0.2) are known as
Padé approximants. The relations (0.4) provide |n⃗ | homogeneous linear equations
to determine the |n⃗ |+1 coefficients of the polynomial (0.3). When each polynomial
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satisfying (0.4) has degree n⃗ (and so is uniquely defined up to a multiplicative
constant), the multi-index is said to be normal , and the polynomial Pn⃗ is normalized
as follows:

Pn⃗(z) = z|n⃗ | + · · · . (0.5)

For the special case (see [2]) of Markov functions

fj(z) =
∫

dµj(x)
z − x

, j = 1, . . . , p,

with measures µj supported on the real line, the denominator Pn⃗ of the Hermite–
Padé approximant (0.2) satisfies the orthogonality relations∫

Pn⃗(x)xk dµj(x) = 0, k = 0, 1, . . . , nj − 1, j = 1, . . . , p. (0.6)

The equalities (0.6) are called multiple orthogonality relations, and the polyno-
mial Pn⃗ is called a multiple orthogonal polynomial.

Apart from traditional applications to the theory of Diophantine approxima-
tions and the theory of approximations of analytic functions (see [3]–[5]), Hermite–
Padé approximants and multiple orthogonal polynomials have proved useful in the
spectral theory of higher-order non-symmetric difference operators (see [6]–[8]).
Recently a connection was discovered between them and the theory of random
matrices (see [9]–[14]).

A multiple orthogonal polynomial (MOP) ensemble is a probability density func-
tion on Rn of the form

P(x1, . . . , xn) =
1

Zn

∏
j>i

(xj − xi) det
[
ϕi(xj)

]
i,j=1,...,n

, (0.7)

where the set {ϕ1, . . . , ϕn} of functions has the same linear span as the set

{xkwj(x) | k = 0, . . . , nj − 1, j = 1, . . . , p}.

The latter MOP ensemble is generated by the p weight functions w1, . . . , wp and
the multi-index n⃗ = (n1, . . . , np). The average characteristic polynomial

Pn⃗(z) = E

[ ∏
j=1

(z − xj)
]

with expectation taken with respect to (0.7) then satisfies the multiple orthogonal-
ity relations (0.6) with respect to the measures dµj(x) = wj(x) dx (see [9], [15]).
Important examples of MOP ensembles appear in random matrix theory, and in
the theory of non-intersecting random paths.

In Chapter 1 of this survey we give a historical introduction to the analytic
aspects of Hermite–Padé rational approximations and consider recent developments
in this theory. One of these developments is considered in § 1. It is a generaliza-
tion of the Markov theorem to the case when the approximated system of func-
tions is defined by means of directed graphs connected with Markov (real-analytic)
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functions. This statement comes from the fundamental paper [16] of Gonchar,
Rakhmanov, and Sorokin, where a tree graph was considered for the generating
system of functions. The minimization problem for the energy functional is investi-
gated for a vector measure whose components are connected by a given interaction
matrix and supported on a given system of intervals. The weak asymptotics of
the approximants are obtained in terms of the solution of this problem. Here (fol-
lowing [17]) we allow the generating graph to contain undirected cycles, and thus
consider the minimization problem for this case in the class of measures whose
masses are not fixed but allowed to ‘flow’ between intervals.

Another problem discussed in Chapter 1 is the asymptotic behaviour of Hermite–
Padé approximants of analytic functions with branch points in the complex plane.
Namely, in § 2 we consider the asymptotic behaviour of Hermite–Padé approximants
(n⃗ = (n, n)) for two functions f1 and f2 with branch points in A1 = {a1, b1}
and A2 = {a2, b2}, respectively. Even this simplest ‘complex’ example exhibits
a variety of different asymptotic behaviours, depending on the disposition of the
pairs of branch points in the complex plane (see the detailed analysis in [18]).
We choose for presentation here one generic geometric case of arrangement of the
branch points. For this example the main term of the Hermite–Padé asymptotics
is described by an algebraic function of third order and genus zero. We connect
its Riemann surface with an equilibrium problem for a vector potential, which is
analogous to the equilibrium problem considered in the previous section § 1.

The second part (Chapter 2) of this survey gives an overview of some of the recent
work that has been done on MOP ensembles (0.7). § 3 presents the basic definitions.
A MOP ensemble is a special case of a determinantal point process: a random point
process in which all correlation functions (that is, marginal densities) are given as
determinants of a correlation kernel. In the case of a MOP ensemble this correla-
tion kernel can be expressed as a combination of multiple orthogonal polynomials
of type I and type II. The Riemann–Hilbert problem for multiple orthogonal poly-
nomials [19] is formulated, and by means of the Christoffel–Darboux formula [20]
the correlation kernel is expressed in terms of the solution of the Riemann–Hilbert
problem.

The remaining sections deal with three specific examples of MOP ensembles.
The random matrix model with an external source leads to multiple orthogonal
polynomials with weight functions of the form

wj(x) = e−(V (x)−ajx), j = 1, . . . , p,

where V is a fixed function and a1 < a2 < · · · < ap are real numbers that come
from the external source. The Gaussian case V (x) = x2/2 leads to multiple Her-
mite polynomials. We discuss the large-n asymptotics of the Gaussian model with
an external source ([11], [21], [22]) in the case p = 2, and in a situation with a more
general V . In the latter case a crucial role is played by the vector equilibrium
problem for two measures with both an external field and an upper constraint.
Non-intersecting random paths and the two-matrix model are discussed in the final
two sections. For non-intersecting squared Bessel paths and for the two-matrix
model a vector equilibrium problem is given that is relevant for the large-n asymp-
totic behaviour.
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We wish to emphasize that the notion of vector equilibrium problem, which is
a powerful tool for investigating the problems discussed here, was first formulated
by Gonchar and Rakhmanov in 1981 in their pioneering paper [23] (see also the
more general statement in [24]). The authors would like to dedicate this survey to
the 80th birthday of A. A. Gonchar.

Chapter 1

Hermite–Padé approximants

1. Hermite–Padé approximants of Markov-type functions

1.1. Historical remarks. Markov’s paper [2] was devoted to power expansions
of functions

f(z) =
∞∑

k=0

ck

zk+1
=

∫
R

dµ(x)
z − x

, ck =
∫

R
xk dµ(x), µ > 0, (1.1)

which are Cauchy transforms of positive measures with compact support. In it
Markov considered continued fraction representations

f(z) +
c0

z − b0 −
a2
1

z − b1 −
a2
2

z − b2 −
. . .

(1.2)

and proved that the convergents πn(z) to f(z) of (1.2) converge uniformly on com-
pact subsets of the complex plane outside the interval E which supports the mea-
sure:

supp µ ⊂ E b R ⇒ lim
n→∞

πn(z) =
∫

dµ(x)
z − x

, z ∈ C \ E. (1.3)

In the theory of rational approximations, functions of the form (1.1) are called
Markov functions (also known as resolvent functions or Weyl functions in the the-
ory of operators). The Markov functions form a class of analytic functions that
are useful for investigating rational approximations, and Markov’s theorem (1.3)
is the starting point for these studies. Rational functions obtained by truncating
the continued fractions (1.2) at finite levels (convergents) are a particular case of
Padé approximants.

The denominator Pn⃗ of the Hermite–Padé approximant (0.2)–(0.4) to the system
of Markov functions

fj(z) = µ̂j(z) =
∫

Ej

dµj(x)
z − x

, Ej ⊂ R, j = 1, . . . , p, (1.4)

satisfies the orthogonality relations∫
Ej

Pn⃗(x)xk dµj(x) = 0, k = 0, 1, . . . , nj − 1, j = 1, . . . , p. (1.5)



1138 A. I. Aptekarev and A.B. J. Kuijlaars

Polynomials satisfying the orthogonality relations (1.5) are also known as multiple
orthogonal polynomials.

In contrast to the case of conventional orthogonal polynomials (p = 1), the
orthogonality relations (1.5) with p > 1 do not guarantee that the index n is normal,
and so they do not guarantee the existence of a multiple orthogonal polynomial (0.5)
of degree |n⃗ |. Some general systems of Markov functions are known to have normal
Hermite–Padé approximants. Among these, for example, are the following.

An Angelesco system [23] is defined by

A : {µ̂j(z)}p
j=1, supp µj ⊂ Ej :

◦
Ek ∩

◦
Ej = ∅, k ̸= j, k, j = 1, . . . , p. (1.6)

It is easily ascertained (see (1.5)) that for an Angelesco system the polynomial Pn⃗

has nj changes of sign in the interior
◦
Ej of the interval Ej . This forces any arbitrary

multi-index n⃗ to be normal.
A Nikishin system [26] is defined by means of a family of measures

σ := {σj(x)}p
j=1, supp σj ⊂ Ej , Ej ∩ Ej−1 = ∅,

supported in the intervals {Ej}p
j=1; this family in turn generates the vector of

measures µ = {µj(x)}p
j=1 as follows:

dµ1(x) := dσ1(x),

dµ2(x) := d⟨σ1, σ2⟩(x) :=
( ∫

E2

dσ2(t)
x− t

)
dσ1(x),

dµj(x) := d⟨σ1, σ2, . . . , σj⟩ := d
〈
σ1, ⟨σ2, . . . , σj⟩

〉
, j = 3, . . . , p.

It is also worth noting that all the components of µ are supported in one interval:
supp µj ⊂ E1. The system of Markov functions {µ̂j(z)}p

j=1 which corresponds to
the vector µ is called a Nikishin system. Thus,

N : {µ̂j(z)}p
j=1, supp µj ⊂ E1, j = 1, . . . , p. (1.7)

The conventional (see [26], [27]) condition for the normality of a multi-index n⃗ for
the Hermite–Padé approximants to a Nikishin system is as follows:

nk 6 nj + 1 for k > j. (1.8)

Recently this condition was relaxed. In [28] all the indices n⃗ were shown to be
normal.

The weak asymptotics of Hermite–Padé approximants to Angelesco systems
(that is, the nth-root asymptotics and the limit measures of their distribution
of poles), and therefore the answer to the question of when they converge, were
obtained by Gonchar and Rakhmanov in [23]. We note that the convergence or
divergence of an Angelesco system (1.6) depends on the configuration of the inter-
vals {Ej}p

j=1. The strong asymptotics of Hermite–Padé approximants to Angelesco
systems (that is, the asymptotics of the approximants themselves and the determi-
nation of the positions of the individual poles for large |n⃗ |) were obtained in [29].
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The convergence of Hermite–Padé approximants to Nikishin systems (an analogue
of Markov’s theorem (1.3)) for p = 2 was established by Nikishin himself in [26]. In
contrast to Angelesco systems, Hermite–Padé approximants for Nikishin systems
always converge; this was shown in [30] for arbitrary p. The weak (strong) asymp-
totics of Hermite–Padé approximants to Nikishin systems were studied in [31] and
[16] (in [32], respectively).

Generalized Nikishin systems (so-called G N -systems) {µ̂j(z)}p
j=1 of Markov

functions were introduced in [16] through the concept of a tree graph. Without
going into the details of the definition (the process of generating systems of Markov
functions by means of graphs will be discussed in detail further on), we note that
the G N -systems involve both Angelesco and Nikishin systems, as well as some
mixed systems. For example, for p = 3, here are two such systems: the system

dµ1(x) := dσ1(x), supp σ1 ⊂ E1,

dµ2(x) := d⟨σ1, σ2⟩(x) =
( ∫

E2

dσ2(t)
x− t

)
dσ1(x), (1.9)

dµ3(x) := d⟨σ1, σ3⟩(x) =
( ∫

E3

dσ3(t)
x− t

)
dσ1(x)

with disjoint intervals {Ej}3j=1, and the system

dµ1(x) := dσ1(x), supp σ1 ⊂ E1,

dµ2(x) := dσ2(x), supp σ2 ⊂ E2, (1.10)

dµ3(x) := d⟨σ1, σ3⟩(x) =
( ∫

E3

dσ3(t)
x− t

)
dσ1(x),

with E1 ∩ E2 = ∅ and E1 ∩ E3 = ∅. For Hermite–Padé approximants to a G N -
system, a condition for a multi-index n⃗ to be normal (similar to (1.8)) was deter-
mined in [16]. In the same paper the problem of weak asymptotics is solved.

The Hermite–Padé approximants to specific systems of Markov functions con-
nected with graphs having cycles were investigated in [3] in connection with appli-
cations to number theory. In this section, following [17], we describe in more detail
the analytic properties and the asymptotic behaviour of the Hermite–Padé approxi-
mants to general systems of Markov functions connected with graphs having cycles.

1.2. Graphs and the corresponding systems of Markov functions. Let us
consider a directed graph with vertex set V := {A, B,C, . . . }, #V = p + 1, and
with edges E := {α, β, γ, . . . }, #E = m. We suppose that

1) the graph is acyclic (that is, it contains no directed cycles);
2) there is a vertex O such that for each vertex A ∈ V different from O there

is a directed path from O to A.
The vertex O is unique by condition 1).

We denote this graph by
G := G (V , E , O). (1.11)

Let (A, B) be the set of edges connecting two adjacent vertices A and B.
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The vertex set V can be equipped with a partial order relation as follows: let
A 4 B if either A = B or there exists a directed path from A to B. In the latter
case we shall also write A ≺ B.

For a given vertex A ∈ G let

A+ := {B ∈ V : ∃α ∈ (A, B) ⊂ E } and A− := {B ∈ V : ∃α ∈ (B, A) ⊂ E }

be the two sets of vertices nearest to A, and let

EA+ := {α ∈ (A, B) : B ∈ A+} and EA− := {α ∈ (B, A) : B ∈ A−}

be the sets of edges going out of or coming into A. We introduce the following
relations on E :

α → β ⇔ ∃A ∈ V : α ∈ EA−, β ∈ EA+;
α ↑↑ β ⇔ ∃A, B ∈ V : α, β ∈ (A, B);
α ↔ β ⇔ ∃A ∈ V : α, β ∈ EA− or α, β ∈ EA+, but α ↑↑ β fails to hold.

Following [16], we consider the system of Markov functions generated by the
graph G . To each edge α of G we assign an interval Eα := [aα, bα] of the real
axis R and a positive Borel measure σα with support in Eα; that is,

∀α ∈ E −→ Eα := [aα, bα] ⊂ R, σα : σ′α > 0 a.e. on Eα. (1.12)

We also assume that if the edges α and β have a common vertex, then the corre-
sponding intervals Eα and Eβ do not overlap, that is,

α → β ∨ β → α ∨ α ↑↑ β ∨ α ↔ β ⇒ Eα ∩ Eβ = ∅. (1.13)

Corresponding to each vertex A ∈
◦
V := V \ {O} there is a non-empty set TA of

paths tA = (ω, . . . , β, α) from the root vertex O to A, that is,

∀A ∈
◦
V −→ TA := {tA},

tA := (ω, . . . , β, α) : ω → · · · → β → α, ω ∈ EO+, α ∈ EA−.

For each chain of paths tA of this type there is a corresponding measure µtA
defined

by Nikishin’s rule as follows:

µtA
(x) = ⟨σω, . . . , σβ , σα⟩(x);

here

d⟨σ1, σ2⟩(x) :=
( ∫

dσ2(t)
x− t

)
dσ1(x), . . . , d⟨σ1, σ2, . . . , σj⟩ := d

〈
σ1, ⟨σ2, . . . , σj⟩

〉
.

To a vertex A we also assign the function

µ̂A(x) :=
∑

tA∈TA

∫
dµtA

(t)
x− t

. (1.14)
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Definition 1.1. The family {µ̂A(x), A ∈
◦
V } of functions is called a generalized

Nikishin system (G N -system) corresponding to the graph G .

Remark 1.1. The concept of a generalized Nikishin system corresponding to
a graph was introduced in [16]. In this paper we discuss a wider class of graphs
than in [16], where only tree graphs characterized by the condition

G : ∀A ∈
◦
V ⇒ #EA− = 1 (1.15)

were considered. Consequently, the class of G N -systems under discussion is larger
than the class of generalized Nikishin systems corresponding to tree graphs in [16].

We give examples of various G N -systems. As has already been noted, Angelesco
and Nikishin systems are G N -systems. An Angelesco system is generated by the
tree graph in Fig. 1a,

G : E = EO+ → A ,

and a Nikishin system is generated by the tree graph in Fig 1b,

G : ∀A ∈
◦
V ⇒ #A− = 1, #A+ 6 1 → N .

Figure 1. Graphs generating Angelesco (Fig. a) and Nikishin systems (Fig. b).

Examples of tree graphs are shown in Fig. 2. The graphs generating the systems
of Markov functions (1.9) and (1.10) are shown in Figs. 2a and 2b, respectively.

Examples of graphs with undirected cycles are shown in Fig. 3 The graph in
Fig. 3a generates a single Markov function supported in several (m) intervals. The
graph in Fig. 3b generates two Markov functions. One of these, µ̂A, has its support
in the union of three intervals E := Eα ∪ Eβ ∪ Eγ , while the other, µ̂B , has its
support in the interval Eβ . Also,

dµB(x) := dσβ(x), supp σβ ⊂ Eβ ,

dµA(x) :=


dσα(x) on Eα,(∫

Eδ

dσδ(t)
x− t

)
dσβ(x) on Eβ ,

dσγ(x) on Eγ .
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Figure 2. The tree graphs generating the systems of Markov functions (1.9)

and (1.10).

Figure 3. Graphs with undirected cycles.

Thus, graphs with undirected cycles are useful for representing Markov functions
which have some part of their support in common (more precisely, one support
contains the other), and the ratio of the weights on the common region of support is
again a Markov function on some different interval.

We shall consider Hermite–Padé approximants to the G N -system (1.14)

f⃗ := {µ̂A(x), A ∈
◦
V },

which corresponds to the graph G (V , E , O) (see (1.11)). We fix a multi-index

n⃗ := {nA, A ∈
◦
V } : nA 6 nB + 1 if B ≺ A. (1.16)

Then there exists a polynomial Pn⃗ ̸≡ 0 of degree deg Pn⃗ 6 |n⃗ | :=
∑

A∈
◦
V

nA such
that

Rn⃗,A := Pn⃗µ̂A −Qn⃗,A = O(z−nA−1), z →∞, A ∈
◦
V , (1.17)

where the Qn⃗,A are some polynomials. This definition of Hermite–Padé approxi-
mants {

Qn⃗,A

Pn⃗
, A ∈

◦
V

}
(1.18)

leads to the following orthogonality relations:∑
tA∈TA

∫
Pn⃗(x)xk dµtA

(x) = 0, k = 0, . . . , nA − 1, A ∈
◦
V . (1.19)
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To investigate these approximants, in addition to the functions Rn⃗,A of the sec-
ond kind it proves useful to consider functions Ψn⃗,A which are defined by induction
with respect to the partial order on the graph:

Ψn⃗,O = Pn⃗, Ψn⃗,B(x) =
∑

A∈B−

∑
α∈(A,B)

∫
Ψn⃗,A(t) dσα(t)

t− x
, B ∈

◦
V . (1.20)

In [16] the conventional condition (1.8) for the normality of a multi-index n⃗
for a Nikishin system was extended as follows to a generalized Nikishin system
generated by a tree graph (1.15):

nA 6 nB + 1, if B ≺ A. (1.21)

It was further shown that the polynomial Pn⃗ has |n⃗| simple zeros on the union⋃
α∈EO+

Eα of intervals. Consequently, the indices (1.21) are normal, and hence the
Hermite–Padé approximants are uniquely defined.

For a G N -system generated by an arbitrary graph G (see (1.11)), the questions
of whether the indices are normal and whether the approximants are unique require
further investigation. It can be shown, however, than under the condition (1.21)
any such Pn⃗ has at least |n⃗| − g simple zeros on the union

⋃
α∈EO+

Eα, where g is
the cyclomatic number (the number of independent undirected cycles) of G , that is,

g = #E −#V + 1. (1.22)

Some other conclusions regarding the normality and uniqueness of Hermite–Padé
approximants to arbitrary G N -systems will be stated below as corollaries to the
asymptotic results.

Let

v = {vA, A ∈
◦
V }, where vA > 0, A ∈

◦
V ,

∑
A∈

◦
V

vA = 1, and vB 6 vA if A ≺ B,

be a given probability distribution on V . We consider a sequence N of multi-indices

n⃗ = {nA, A ∈
◦
V } such that the condition (1.21) holds and

nA

|n⃗ |
→ vA, A ∈

◦
V . (1.23)

In this section we analyze the asymptotic behaviour of Pn⃗ for n⃗ ∈ N.

1.3. Weak asymptotics. By the weak asymptotics we mean the limit distri-
butions of the zeros of the polynomial Pn⃗ and of the zeros of the functions Ψn⃗,A

in (1.20). A way to attack such problems was proposed by Gonchar and Rakhmanov
in [23]. They used an Angelesco system to show that the components of the limit
measure for the distribution of the zeros of Pn⃗ (with supports in the intervals
{Ej}p

j=1 of the system (1.6)) must be components of the extremal measure in the
problem of minimizing the energy functional of a vector measure with some inter-
action matrix of the components of the measure (see below for the details). This
approach was extended in the paper [16] of Gonchar, Rakhmanov, and Sorokin to
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generalized Nikishin systems generated by the tree graphs (1.15). This made it
possible to broaden the class of interaction matrices under consideration. Follow-
ing [17], we adapt this approach to arbitrary G N -systems (1.14). The new fea-
ture here (apart from the fact that, as we said, the class of interaction matrices is
broader) is that the extremal problem of minimizing the energy functional is treated
in the class of vector measures whose components have masses that are not fixed (as
they were before), but are subject to some constraints. A general problem of this
kind will be formulated in § 1.3.1, where we also state Theorem 1.1 on the existence,
uniqueness, and other features of the extremal vector measure. Then in § 1.3.2 we
give the interaction matrices and linear relations in the general extremal problem
specific to the masses of the components of the vector measures corresponding to
an arbitrary graph of the form (1.11). Here we also state Theorem 1.2 on the
limit distribution of the zeros of Pn⃗ and its multiple Cauchy transforms, and give
a corollary on the weak asymptotics of Hermite–Padé approximants.

1.3.1. Equilibrium of the potentials of vector measures with interaction matrices
and linearly related masses. We begin by setting up a general energy minimization
problem for a vector measure subject to some linear restrictions on the masses of
its components. As the initial data for the problem we have: a family

E⃗ = (E1, . . . , Em) b Cm

of regular compact sets in the complex plane, a real symmetric non-negative-definite
matrix

A = (akj)m
k,j=1 ∈ Rm×m, A > 0,

a real r ×m matrix of rank r

C = (ckj)
r,m
k,j=1 ∈ Rr×m, rank C = r,

and a non-zero vector

b = (b1, . . . , br) ∈ Rr, b ̸= 0.

We assume in addition that the initial data satisfy the conditions

1) ajj > 0, 2) akj = 0 for k ̸= j and Ek ∩ Ej ̸= ∅, k, j = 1, . . . ,m,
(1.24)

and that the polytope{
x ∈ Rm :

m∑
j=1

ckjxj = bk, k = 1, . . . , r; xj > 0, j = 1, . . . ,m

}
(1.25)

is bounded and non-empty.
We require some notation from potential theory. For a compact set K ⊂ C let

M(K) be the set of all signed measures of finite variation and M+(K) the set of
all finite positive Borel measures ν with support S(ν) in K. The function

V ν(z) =
∫

K

log
1

|z − t|
dν(t), z ∈ C, (1.26)
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is called the logarithmic potential of a measure ν, and the integral

I(ν1, ν2) =
∫∫

K×K

log
1

|x− t|
dν1(x) dν2(t) (1.27)

is called the mutual energy of two measures ν1 and ν2. The total variation (the
mass) of a measure ν will be denoted by |ν|.

For a finite collection of compact sets E, we define the set M+(E⃗ ) to be the
direct product of the sets M+(Ej) over all j = 1, . . . ,m. Thus, each element µ of
the set M+(E⃗ ) is a tuple of finite measures µj with S(µj) ⊂ Ej .

For a measure µ ∈ M+(E⃗ ) with interaction matrix A the energy functional J(µ)
and the vector potential Wµ = (Wµ

1 , . . . ,Wµ
m) are defined by

J(µ) =
m∑

k,j=1

akjI(µk, µj) and Wµ
k (x) =

m∑
j=1

akjV
µj (x). (1.28)

Finally, we introduce the class of measures with the masses of the components
satisfying the linear relations in

M+
C ,b(E⃗ ) :=

{
µ ∈ M+(E⃗ ) :

m∑
j=1

ckj |µj | = bk, k = 1, . . . , r

}
(1.29)

(depending on the initial parameters C and b), and we consider the energy mini-
mization problem {

J(µ) → min,

µ ∈ M+
C ,b(E⃗ ).

(1.30)

We have the following result (see [17]).

Theorem 1.1. 1) There exists a unique measure λ, called the extremal measure,
which solves the problem (1.30) (that is, it minimizes the functional (1.28) subject
to the linear relations in (1.29) on the masses of the components).

2a) There exists a tuple of constants (l1, . . . , lr) such that the extremal measure λ
minimizes the Lagrangian :L (µ) := J(µ) +

r∑
k=1

lk

m∑
j=1

ckj |µj | → min,

µ ∈ M+(E⃗ ).

(1.31)

2b) If a measure λ ∈ M+
C ,b(E⃗ ) solves the problem (1.31) for some set of con-

stants l1, . . . , lr , then λ is the extremal measure.
3) The extremal measure λ is the unique measure in the class (1.29) which sat-

isfies the following equilibrium conditions with restrictions on the equilibrium con-
stants :Wλ

k (x) :=
m∑

j=1

akjV
λj (x)

{
= κk, x ∈ S(λk),
> κk, x ∈ Ek,

k = 1, . . . ,m,

(κ1, . . . , κm) ∈ Im C T .

(1.32)
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Remark 1.2. It is worth pointing out that the linear relations between the masses
of the components of the vector measures in (1.29) are transformed in Theorem 1.1
into the linear relations between the equilibrium constants (κ1, . . . , κm) in (1.32).
In other words, if the measures (with the initial data C and b) are allowed to ‘flow’
between the compact sets E1, . . . , Em, then this imposes additional restrictions on
the equilibrium constants.

This remark can be illustrated by means of a trivial example. Suppose that
the initial data correspond to an equilibrium measure concentrated on two disjoint
intervals, that is,

A :=
(

1 1
1 1

)
, C := ∥1, 1∥, b := 1, E1 ∩ E2 = ∅.

Then it is clear that

Wλ
k (x) := V λ1(x) + V λ2(x) = κk, k = 1, 2, x ∈ E1 ∪ E2, ⇒ κ1 = κ2.

We note that the extremal problems (1.30) with linear restrictions on the masses
(first introduced in [18]) play a key role in the study of the asymptotic behaviour of
Hermite–Padé approximants for general classes of analytic functions with branch
points (see [33]).

1.3.2. The equilibrium problem for graphs and the limit distribution of the poles of
the approximants. In the general extremal problem (1.30) we specify the interac-
tion matrices (1.28) and the linear relations in (1.29) for the total masses of the com-
ponents of the vector measures; these components in turn correspond to the limit
measures for the distributions of the poles of the Hermite–Padé approximants and
of the zeros of the functions (1.20) for the system of Markov functions (1.14) as gen-
erated by an arbitrary graph (1.11). From the graph G we construct a symmetric
matrix A = (aαβ) as follows:

aαβ =


2 if α = β or α ↑↑ β,

1 if α ↔ β,

−1 if α → β or β → α,

0 if the edges α and β have no common vertices.

(1.33)

The restrictions on the masses of the measures are as follows:{
µ ∈ M+(E⃗ ) :

∑
α∈EA−

|µα| −
∑

β∈EA+

|µβ | = vA, A ∈
◦
V

}
, (1.34)

where the elements of {vA > 0, A ∈
◦
V } with

∑
vA = 1 are given in (1.23), and

a sum over an empty set of indices is zero by definition.
The matrix A is non-negative definite. This follows either from the fact that A

is the Gram matrix aαβ = (eA2−eA1 , eB2−eB1), where α ∈ (A1, A2), β ∈ (B1, B2),
and {eA, A ∈ V } is the standard basis in Rp+1, or from the equality∑

α,β∈E

aαβxαxβ =
∑
A∈V

( ∑
α∈EA−

xα −
∑

β∈EA+

xβ

)2

.
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The remaining conditions on A in the previous subsection are easily verified, as
are the relations in (1.29).

Thus, there is a unique measure λ = {λα, α ∈ E } in the class (1.29) satisfying
the equilibrium relations (1.32), that is,

Wλ
α (x) :=

∑
β∈E

aαβV λβ (x)

{
= κ̃B − κ̃A, x ∈ S(λα),
> κ̃B − κ̃A, x ∈ Eα,

(1.35)

where α ∈ (A, B) ⊂ E , and {κ̃A, A ∈ V } is some distribution of constants over the
vertices of the graph. As a result, the equilibrium constants κα := κ̃B − κ̃A are
subject to g linear relations, and we can take κ̃O = 0.

The limit distributions of the zeros of the polynomials Pn⃗ and of the zeros of
the functions Ψn⃗,A in (1.20) are represented in terms of the extremal measure λ.
Suppose that α ∈ (A, B) and that qn⃗,α is a polynomial whose zeros, counted with
multiplicities, are those of Ψn⃗,A on the interval Eα:

qn⃗,α(z) :=
∏

x : Ψn⃗,A(x)=0, x∈Eα

(z − x) (by convention,
∏
x∈∅

(z − x) := 1). (1.36)

Let µ(q) be the equidistributed discrete measure of mass deg q on the zeros of the
polynomial q:

µ(q) =
∑

x : q(x)=0

δx.

We have the following result (see [17]).

Theorem 1.2. For any α ∈ E the limit relations

1
|n⃗ |

µ(qn⃗,α) → λα

hold for n⃗ ∈ N (see (1.23)). In particular,

1
|n⃗ |

µ(Pn⃗) →
∑

α∈O+

λα.

If we can show that the functions Ψn⃗,A

(∏
α∈A+

qn⃗,α

)−1

have no zeros outside⋃
α∈EA+

Eα, then we can write asymptotic formulae for Ψn⃗,A. This condition holds,
for example, if the graph G is a tree. Theorem 1.2 has the following corollary (we
suppose Pn⃗ to be normalized so that its leading coefficient is 1).

Corollary 1.1. Suppose that Ψn⃗,A(x) ̸= 0 for x ∈ C \
⋃

α∈EA−∪EA+
Eα, where

A ∈ V , and Ñ ⊂ N is some subsequence. Then

lim
n⃗∈Ñ

1
|n⃗ |

log |Ψn⃗,A(x)| =
∑

α∈EA−

V λα(x)−
∑

α∈EA+

V λα(x)− κ̃A,

x ∈ C \
⋃

α∈EA−∪EA+

Eα.
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In particular,

lim
n⃗∈Ñ

1
|n⃗ |

log |Pn⃗(x)| = −
∑

α∈EO+

V λα(x), x ∈ C \
⋃

α∈EO+

Eα.

1.4. Proof of Theorem 1.1. 1) We shall need some properties of the energy
functional (for proofs we refer the reader to [34]).

First, the principle of descent holds for the energy functional I(·): if µn
∗→ µ,

then limn→∞ I(µn) > I(µ).
The functional I( · , · ) is a bilinear form on the linear space M(K) of all signed

measures (charges) δ = δ+ − δ− supported on a compact set K and satisfying
the condition I(δ+ + δ−) < ∞. The second condition that we require is that this
form be positive definite. More precisely, under the (technical) assumption that
K ⊂ {z : |z| < 1} we have I(δ) > 0 for any signed measure δ ∈ M(K), and
moreover, if I(δ) = 0, then δ = 0. In other words, I( · , · ) defines an inner product
on M(K) by (δ1, δ2) := I(δ1, δ2).

We prove the existence of the extremal measure. The principle of descent also
holds for the functional J(µ) =

∑
k,j akjI(µk, µj) since it is valid for ajjI(µj) and

the non-diagonal terms are continuous, because Ek∩Ej = ∅ for akj ̸= 0 (see (1.24)).
Let µn ∈ M+

C ,b(E⃗ ) =
{
µ ∈ M+(E⃗ ) :

∑m
j=1 ckj |µj | = bk, k = 1, . . . , r

}
be

a minimizing sequence, that is,

J(µn) → J0 := inf{J(µ) : µ ∈ M+
C ,b(E⃗ )}.

Since the polytope (1.25) is bounded, the masses of the measures in M+
C ,b(E⃗) are

also bounded, and hence the set M+
C ,b(E⃗) is compact in the weak topology. From

the sequence µn we choose a convergent subsequence µnk
→ λ ∈ M+

C ,b(E⃗ ), n ∈ Λ.
On the one hand, J(λ) > J0. On the other hand, J0 > J(λ) by semicontinuity.
Thus, λ is an extremal measure.

To verify the uniqueness, observe that J(µ) is a convex functional, since A is
non-negative definite. If λ and λ′ were two extremal measures, then (λ + λ′)/2
would also be an extremal measure: J

(
(λ + λ′)/2

)
6

(
J(λ) + J(λ′)

)
/2 = J0. But

since J(λ − λ′) + J(λ + λ′) = 2J(λ) + 2J(λ′), we have J(λ − λ′) = 0, and thus
(λ − λ′)A = 0. Consider the charge ν = λ − λ′: ν = (ν1, . . . , νm), S(νk) ⊂ Ek,
k = 1, . . . ,m. Since νA = 0, the relation

− akkνk =
m∑

j=1, j ̸=k

akjνj (1.37)

holds for all k. In the last sum we have either akj = 0 or Ek ∩Ej = ∅ (see (1.24)).
Hence, the supports of the charges on the right- and left-hand sides of (1.37) are
disjoint, and akkνk = 0. Since akk > 0, we get that νk = 0. As a result, λ = λ′, and
so the extremal measure is unique. This proves the assertion 1) of Theorem 1.1.

2) In essence, the assertions 2a) and 2b) are just variants of the Kuhn–Tucker
theorem [35]. We proceed to prove that this is indeed the case.
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Let λ be the extremal measure. Suppose that J(λ) = J0, and consider the
following set in Rr+1:

Ξ :=
{

(t0, . . . , tr) =: t
∣∣∣ ∃µ ∈ M+(E) : J(µ) 6 t0 + J0,

m∑
j=1

ckj |µj | = bk + tk, k = 1, . . . , r

}
.

It is readily verified that this set is non-empty, convex, and has no common points
with the ray

Υ := {(ω0, 0, . . . , 0) : ω0 < 0}.

By the finite-dimensional separation theorem, there is a non-zero vector (l0, l1, . . . ,
lr) ∈ Rr+1 such that

inf
Ξ

r∑
j=0

ljtj > sup
ω0<0

l0ω0 > 0,

and thus
r∑

j=0

ljtj > 0 ∀ t ∈ Ξ. (1.38)

We assert that l0 > 0. Substituting (1, 0, . . . , 0) ∈ Ξ in (1.38) gives us that
l0 > 0. Suppose that l0 = 0. Then for any x ∈ Rm

+

r∑
k=1

lk
∑

j

ckjxj >
r∑

k=1

lk
∑

j

ckj |λj |.

It follows that
∑r

k=1 lk
∑

j ckj |λj | = 0 and
∑r

k=1 lkckj > 0 for each j. But this
is possible only when l1 = · · · = lr = 0, contradicting the assumption that l ̸= 0.
Hence l0 > 0, and thus we can take l0 = 1.

Suppose now that µ ∈ M+(E⃗). Then

J(µ)− J0 +
∑

k

lk

(∑
j

ckj |µj | − bk

)
> 0,

that is, L (µ) > L (λ).
Conversely, if a measure λ ∈ M+

C ,b(E⃗ ) satisfies

L (µ) > L (λ) ∀µ ∈ M+(E⃗ ),

then for every µ ∈ M+
C ,b(E⃗ ) we have J(µ) > J(λ). This proves the assertion 2).

3) We assert that the equilibrium conditions (1.32) are equivalent to the Lagrang-
ian minimization problem (1.31).

Suppose that for some measure λ ∈ M+
C ,b(E⃗ )

L (λ) 6 L (µ) ∀µ ∈ M+(E⃗ ), (1.39)
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and consider a charge ν(k) = (0, . . . , ν, . . . , 0) ∈ M+(E⃗ ) with only the kth compo-
nent non-zero. Then

L
(
λ + εν(k)

)
−L (λ) = 2ε

∑
j

akjI(λj , ν) + ε
∑

j

ljcjk|ν|+ O(ε2)

= ε

∫ (
2Wλ

k +
∑

j

ljcjk

)
dν + O(ε2).

Let
κk = −1

2

∑
j

ljcjk. (1.40)

We shall show that Wλ
k > κk on Ek. Since Wλ

k −akkV λk is continuous on Ek, which
is a regular compact set, it suffices to show that Wλ

k > κk on Ek outside a subset
of capacity zero. Assume on the contrary that there is an E ⊂ Ek with capE > 0
on which Wλ

k < κk, and consider a (scalar) positive measure ν ∈ M+(Ek). Then
L

(
λ + εν(k)

)
− L (λ) < 0 for sufficiently small ε > 0, which contradicts (1.39).

Assume now that Wλ
k (x0) > κk at a point x0 ∈ S(λk). Then since Wλ

k is lower semi-
continuous, there is a neighbourhood U(x0) in which Wλ

k > κk. Also, λ
(
U(x0)

)
> 0

since x0 ∈ S(λk). We now pick a negative measure ν with support in U(x0) and
choose an ε > 0 such that λk + εν is a positive measure. This again contra-
dicts (1.39).

Conversely, assume that the equilibrium relations (1.32) hold. Then the con-
stants l1, . . . , lr satisfying (1.40) are known. Suppose that L (µ) < L (λ) for
some µ ∈ M+(E⃗ ). Then by convexity L

(
(1 − ε)λ + εµ

)
< L (λ), and also

(1− ε)λ + εµ ∈ M+(E⃗ ). Hence, the derivative of L in the direction µ− λ at λ is
negative, that is,

2
∑
j,k

ajkI(λj , µk − λk) +
∑

j

lj
∑

k

cjk(|µk| − |λk|) < 0.

The last inequality holds if and only if

2
∑
j,k

ajkI(λj , µk) +
∑

j

lj
∑

k

cjk(|µk|) < L (λ). (1.41)

Integrating the kth equilibrium condition with respect to λk and summing over k,
we get that L (λ) = 0. Integrating the kth equilibrium condition with respect to
µk, we get that

2
∑

j

ajkI(λj , µk) +
∑

j

ljcjk(|µk|) > 0,

and hence, summing over k, we arrive at a contradiction to (1.41). The proof of
Theorem 1.1 is complete.

1.5. Example. The triangle graph. The Hermite–Padé problem for a system
of functions on arbitrary graphs gives rise to new effects which are not found in tree
graphs. For example, the energy functional may attain its minimum at the bound-
ary of the admissible set of measures, that is, some components of the extremal
measure may be zero.
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Following [17] (see also [36]), we consider the graph on the vertices A, B, O
(O is the least (root) vertex) joined by three edges α, β, and γ (see Fig. 4). To the

Figure 4. The triangle graph.

edges of the graph we assign non-overlapping intervals Eα, Eβ , and Eγ of the real
axis. On these intervals we are given positive Borel measures σα, σβ , and σγ such
that the derivative of the absolutely continuous component σ′κ for κ ∈ E = {α, β, γ}
satisfies σ′κ > 0 almost everywhere on Eκ with respect to Lebesgue measure.

Corresponding to the vertices A and B of the graph there is a generalized system
of Nikishin functions:

fA(z) = σ̂α(z) +
∫

Eβ

σ̂γ(x) dσβ(x)
z − x

, (1.42)

fB(z) = σ̂β(z), (1.43)

where σ̂κ(x) =
∫

Eκ

dσκ(t)
x− t

.

For a fixed diagonal multi-index (n, n), consider the Hermite–Padé approximants
to this system. These are rational functions (Qn,A/Pn, Qn,B/Pn) with a common
denominator Pn of degree deg Pn 6 2n such that, as z →∞,

Rn,A := fAPn −Qn,A = O(z−n−1), (1.44)

Rn,B := fBPn −Qn,B = O(z−n−1). (1.45)

These conditions are equivalent to the following orthogonality relations for j =
0, . . . , n− 1: ∫

Pn(x)xj dσα(x) +
∫

Pn(x)xj σ̂γ(x) dσβ(x) = 0, (1.46)∫
Pn(x)xj dσβ(x) = 0. (1.47)

For the function of the second kind Rn,B this gives the relations∫
Rn,B(x)xj dσγ(x) = −

∫
Pn(x)xj σ̂γ(x) dσβ(x), j = 0, . . . , n. (1.48)
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In fact, in view of the orthogonality relations (1.47) and Fubini’s theorem,∫
Eγ

Rn,B(x)xj dσγ(x) =
∫

Eγ

∫
Eβ

Pn(t) dσβ(t)
x− t

xj dσγ(x)

=
∫

Eγ

∫
Eβ

Pn(t)
xj − tj

x− t
dσβ(t) dσγ(x) +

∫
Eγ

∫
Eβ

Pn(t)tj dσβ(t)
x− t

dσγ(x)

=
∫

Eγ

dσγ(x)
x− t

Pn(t)tj dσβ(t) = −
∫

Eβ

Pn(t)tj σ̂γ(t) dσβ(t). (1.49)

Hence,∫
Pn(x)xj dσα(x)−

∫
Rn,B(x)xj dσγ(x) = 0, j = 0, . . . , n− 1. (1.50)

Let pn,γ be a normalized polynomial (with leading coefficient 1) formed from the
zeros of Rn,B on Eγ (if there are no zeros, then we set pn,γ = 1), and let mγ =
deg pn,γ . Then using Cauchy’s integral formula, we get from (1.45) that∫

Eβ

Pn(x)xj dσβ(x)
pn,γ(x)

= 0, j = 0, . . . ,mγ + n− 1, (1.51)

and thus
Rn,B(z)
pn,γ(z)

=
∫

Pn(x) dσβ(x)
(z − x)pn,γ(x)

. (1.52)

Let pn,α and pn,β be the polynomials (of degrees mα and mβ) formed from the
zeros of Pn on the intervals Eα and Eβ , respectively. Then the conditions (1.50)
and (1.51) imply that mα+mγ > n−1 and mβ > mγ +n. Hence mα+mβ > 2n−1.
We write the orthogonality relations (1.50) as follows:∫

Eα

pn,α(x)pn,γ(x)xj Pn(x) dσα(x)
pn,α(x)pn,γ(x)

−
∫

Eγ

pn,α(x)pn,γ(x)xj Rn,B(x) dσγ(x)
pn,γ(x)pn,α(x)

= 0.

(1.53)
Let µn,α, µn,β , and µn,γ be the zero-counting measures associated with the

respective polynomials pn,α, pn,β , and pn,γ . We consider a subsequence Λ ⊂ N
such that these measures have some weak limits: µn,α/n → λα, µn,β/n → λβ ,
µn,γ/n → λγ . By the Gonchar–Rakhmanov theorem on the weak asymptotics of
polynomials which are orthogonal with respect to a variable weight (see [37], [16]),
and using the orthogonality conditions (1.53) and (1.51) and the representations
(1.52), we obtain the following equilibrium relations for the potentials of the limit
measures:

2V λα(x) + V λβ (x) + V λγ (x)

{
= κα, x ∈ S(λα),
> κα, x ∈ Eα,

(1.54)

2V λβ (x) + V λα(x)− V λγ (x)

{
= κβ , x ∈ S(λβ),
> κβ , x ∈ Eβ ,

(1.55)

2V λγ (x) + V λα(x)− V λβ (x)

{
= κγ := κα − κβ , x ∈ S(λγ),
> κγ , x ∈ Eγ .

(1.56)
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Indeed, (1.55) follows from (1.51), (1.54) follows from (1.53) on the interval Eα,
and (1.56) follows from (1.53) on the interval Eγ . Here we have taken into account
the asymptotics

1
n

log
∣∣∣∣Rn,B(z)

pn,γ(z)

∣∣∣∣ ⇒ V λβ (z)− κβ ,

which hold uniformly outside of Eβ . This asymptotic expression follows from (1.52).
Since there is a unique vector measure (λα, λβ , λγ) that satisfies these equilibrium
relations and the conditions |λβ | − |λγ | = 1 and |λα|+ |λγ | = 1, it follows that

1
n

(µn,α, µn,β , µn,γ) → (λα, λβ , λγ) as n →∞.

Formally, two kinds of degenerate solutions of the equilibrium problem are pos-
sible: |λα| = 0 and |λγ | = 0. In the first case, (λβ , λγ) is an equilibrium measure
with Nikishin interaction matrix, and the inequality V β + V γ > κβ + κγ holds
on Eα. In the second case, (λα, λβ) is an equilibrium measure with Angelesco
interaction matrix and V β(x)− V α(x) 6 κβ − κα holds for x ∈ Eγ .

For a Nikishin system the equilibrium potentials can be expressed in terms of
the branches of the algebraic function Φ(z), where

ΦO ∈ H (C \ Eβ), ΦO(z) = z−2

(
1 + O

(
1
z

))
as z →∞, (1.57)

ΦB ∈ H
(
C \ (Eγ ∪ Eβ)

)
, ΦA(z) = cBz

(
1 + O

(
1
z

))
as z →∞, (1.58)

ΦA ∈ H (C \ Eγ), ΦA(z) = cAz

(
1 + O

(
1
z

))
as z →∞, (1.59)

as follows:

V β = log |ΦO|, (1.60)

V β − V γ = − log |ΦB |+ κβ , (1.61)
V γ = − log |ΦA|+ κβ + κγ . (1.62)

Also, V β + V γ > κβ + κγ if and only if |Φ0| > |Φ2|. However, it was shown in [32]
that |Φ2| > |Φ1| > |Φ0| for all z ∈ C \ (Eγ ∪ Eβ). Hence such a boundary solution
is not realized.

We now consider the case when the measure λγ is identically zero. It is known
that the equilibrium potentials for the Angelesco problem can be expressed in terms
of the branches of the three-valued algebraic function Φ(z) as follows:

V α + V β = log |ΦO|, (1.63)
V α = − log |ΦA|+ κα, (1.64)

V β = − log |ΦB |+ κβ , (1.65)
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Figure 5. Critical trajectories for the Angelesco system: Eα = [0, 1]; Eβ =

[−1,−1/2] (Fig. a), Eβ = [−4,−2] (Fig. b).

Figure 6. Critical trajectories for the Angelesco system: Eα = [0, 1]; Eβ =

[−1/2,−1/4] (Fig. a), Eβ = [−4,−1/2] (Fig. b).

Figure 7. Critical trajectories for the Angelesco system in the case of

collision: E∗
α = [0, 1], Eβ = [−0.2,−0.0716] (Fig. a); Eα = [0, 1], E∗

β =

[−4,−1/7] (Fig. b).
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where ΦO, ΦA, and ΦB are the branches of Φ(z) such that

ΦO ∈ H
(
C \ (E∗α ∪ E∗β)

)
, ΦO(z) = z−2

(
1 + O

(
1
z

))
as z →∞, (1.66)

ΦA ∈ H (C \ E∗α), ΦA(z) = cAz

(
1 + O

(
1
z

))
as z →∞, (1.67)

ΦB ∈ H (C \ E∗β), ΦB(z) = cBz

(
1 + O

(
1
z

))
as z →∞. (1.68)

Hence, the condition V β−V α 6 κβ−κα is equivalent to the inequality |ΦA| 6 |ΦB |.
The curves on which different pairs of branches of the function Φ are equal in
absolute value are shown in Figs. 5–7. We now indicate regions in which |ΦA| <
|ΦB |. In Figs. 5, 6b, and 7 the measure |λγ | is 0 when the interval Eγ lies in
the region containing the point 1 + 0. In Fig. 6a the measure |λγ | is 0 when the
interval Eγ lies in the complement of the region containing the point −0.5− 0.

2. Hermite–Padé approximants
for functions with complex branch points

2.1. Historical remarks. The analytic theory of Hermite–Padé approximants for
the complex case was initiated by Nuttall. In the two pioneering papers [38] and [39]
from 1981 he obtained some asymptotic formulae for Hermite–Padé approximants
to functions with separated complex branch points [38] (a complex analogue of an
Angelesco system) and to functions meromorphic on the same Riemann surface [39]
(that is, functions with the same set of branch points, like a Nikishin system for
the real case). In [38] the results were verified by some heuristic considerations and
numerical experiments, but [39] contains rigorous proofs of theorems. In his funda-
mental paper [40] from 1984, Nuttall tried to formulate a general conjecture about
the asymptotic behaviour as n →∞ of the diagonal n⃗ = (n, n, . . . , n) Hermite–Padé
polynomials. At the basis of his conjecture lies a (p + 1)-sheeted Riemann surface
which depends on the set of p functions which are being approximated. He showed
how to determine this Riemann surface for some special classes of functions, but
the general case was left as an open problem. Nevertheless, assuming the existence
of the appropriate Riemann surface R, he conjectured that the strong asymptotics
can be described by solutions of a certain boundary-value problem on R. For the
main term of the asymptotics one would have

|Pn⃗(z)|1/n → |Φ−1(z)| = exp
(
−Re G(z)

)
, n →∞, (2.1)

where G is an Abelian integral of the third kind with logarithmic poles at ∞(ℓ)

(ℓ = 0, 1, . . . , p) with residues

G(z) =

{
−p log z + O(1), z →∞(0),

log z + O(1), z →∞(j), j = 1, . . . , p,
(2.2)

and elsewhere G is analytic in the local variable. If the genus of R is greater than
zero, then an additional condition is imposed on G: all its periods are purely
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imaginary. Such a function is unique up to an additive constant, and ℜG(z)
is a single-valued function on R (see, for example, [41]). Another important
single-valued function on R is the derivative h(z) of the Abelian integral G(z).
We single out the following branches of h at infinity:

h(z) := G′(z) :


h0(z) = −2

z
+ · · · ,

hj(z) =
1
z

+ · · · , j = 1, . . . , p,
z →∞. (2.3)

The function h is a rational function on its Riemann surface R.
We note that the condition genus(R) = 0 implies single-valuedness of the func-

tion Φ in (2.1), therefore Φ is a rational function on R that is uniquely determined
(up to a multiplicative normalization) on R by its divisor.

In the paper [18] there is a study of the asymptotic behaviour of the diagonal
Hermite–Padé approximants (n⃗ = (n, n)) for two functions f1 and f2 with branch
points at the points in A1 = {a1, b1} and A2 = {a2, b2}, respectively (such that
A1 \ A2 ̸= ∅ and A2 \ A1 ̸= ∅). Here we present some of the results from [18]
in order to show peculiarities and new features of the analytic properties of the
Hermite–Padé approximants for functions with complex branch points.

We say that
fj ∈ A (C \Aj), Aj = {aj , bj}, (2.4)

if the Laurent expansion (0.1)) is convergent in a neighbourhood of infinity and has
an analytic continuation along any path in C \ Aj and the function fj has branch
points of algebraic or logarithmic character in Aj . A typical example is the function

fj(z) = log
z − aj

z − bj
.

For the situation under consideration (p = 2 and n⃗ = (n, n)) we use the notation

πn⃗ = πn, Pn⃗ = Pn, Q
(j)
n⃗ = Q(j)

n , R
(j)
n⃗ = R(j)

n , j = 1, 2,

and we assume that Pn⃗ is monic.

2.2. Geometry of the problem. Asymptotic properties of Hermite–Padé approx-
imants such as the limit distribution of their poles and the structure of the domains
of convergence are strongly dependent on the positions of the branch points of the
functions being approximated. In [18] various classes of arrangements of the points
in

A := {a1, b1; a2, b2} (2.5)

were considered in detail. In this survey we take one of these classes with a
rather general and rich structure. The Hermite–Padé asymptotics for this class
are described with the help of algebraic functions of third order with quadratic
branches only at the points a1, b1, a2, b2, that is, by the Riemann–Hurwitz for-
mula, we mean algebraic curves of third order and genus 0. To describe this class,
we need to introduce some auxiliary notions.
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A key role in the classification of possible geometric cases is played by the
algebraic function h (see (2.3)), which satisfies the equation

h3(z)− 3
P2(z)
Π4(z)

h(z) + 2
P1(z)
Π4(z)

= 0, (2.6)

where Π4(z) = (z − a1)(z − b1)(z − a2)(z − b2) and the unknown parameters of
the monic polynomials P1 and P2 are not yet known. The discriminant D of the
equation (2.6) is

D =
D̃

Π3
4(z)

, D̃ = P 3
2 −Π4P

2
1 .

The condition that h does not have a branch point at infinity gives us a linear
relation between the unknown coefficients of the polynomials P1 and P2. The other
two algebraic relations (which are non-linear) must ensure — in our case — that h
has genus zero. Hence, the discriminant D has zeros of even multiplicity, so that
(2.5) are the only branch points of h. This gives us two algebraic equations for the
unknown parameters of P1 and P2. In the paper [42] a rational uniformization of
the algebraic curve h(z) of genus 0 was obtained which made it possible to find P1

and P2.

2.2.1. The function Φ and the contour Γ. Since the algebraic function h has genus
zero, the exponential of the Abelian integral

Φ = exp
( ∫

h(z) dz

)
(2.7)

is also an algebraic function with the same Riemann surface as h.
It is clear that for a suitable normalization the function Φ satisfies the equation

Φ3(z) + q1(z)Φ2(z) + q2(z)Φ(z) + q0 = 0, (2.8)

where the qj are polynomials of degree 6 j (j = 0, 1, 2). In the paper [42] an
explicit procedure for finding the coefficients {qj} is presented.

The function Φ is defined in (2.7) up to a multiplicative constant. In what
follows we often choose a normalization such that the product of all three branches
of Φ equals 1:

Φ0Φ1Φ2 = 1. (2.9)

Therefore (see (2.3) and (2.7)), the three branches of the normalized function Φ
behave at infinity as follows:

Φj(z) =
z

Cj
+ · · · , j = 1, 2,

Φ0(z) =
1

C0z2
+ · · · ,

z →∞, (2.10)

where
C1C2C0 = 1.

From the equation for Φ we can obtain a parametrization of the curve

Γ =
{
z : |Φj(z)| = |Φk(z)| for some 0 6 j < k 6 2

}
(2.11)
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in terms of the function

J(ν, z) = ν3 + A(z)ν2 + B(z)ν + C(z), (2.12)

where

A(z) =
3q0 − q1(z)q2(z)

q0
,

B(z) =
q0q

3
1(z) + q3

2(z)− 5q0q1(z)q2(z) + 3q2
0

q2
0

,

C(z) =
2q0q

3
1(z)− q2

1(z)q2
2(z) + 2q3

2(z)− 4q0q1(z)q2(z) + q2
0

q2
0

,

(2.13)

and q0, q1, q2 are the coefficients of the equation (2.8) for Φ. Thus, we have the
following result.

Proposition 2.1 (see [18]). The set Γ given in (2.11) for the function Φ in (2.7)
can be described as

Γ =
{
z : J(ν, z) = ν3 + A(z)ν2 + B(z)ν + C(z) = 0 for some ν ∈ [−2, 2]

}
, (2.14)

where A, B, and C are given in (2.13).

2.2.2. Structure of Γ. Here we shall use the global structure of Γ to define the
geometric cases I and II. Since the polynomial J(ν, z) in (2.12) has degree 6 in
the variable z, the contour Γ consists of six trajectories zj(ν) parametrized by
ν ∈ [−2, 2]. When ν = 2 we have

J(2, z) = −
Π4(z)

[
C1P1(z) + C2

]2
q2
0

with some constants C1 and C2. These trajectories start from the points a1, b1, a2,
b2 and two trajectories start from the point

α = P1(0) +
C2

C1
.

Here we assume that α is different from aj , bj , j = 1, 2. See [18] regarding the
case when α coincides with one of the points aj , bj , j = 1, 2. We denote these
trajectories by

γa1 , γb1 , γa2 , γb2 , γα1 , γα2 , (2.15)

and then we extend them continuously with respect to ν to values less than 2 (see
Fig. 8). When ν = −2 we have

J(−2, z) =

[
q0 − q1(z)q2(z)

]2
q2
0

= const(z − β1)2(z − β2)2(z − β3)2. (2.16)

These six trajectories therefore meet pairwise at the points β1, β2, β3, which are the
zeros of the function q0 − q1q2 (see Fig. 9).

Now we are ready to describe those configurations of the branch points in A
which will be a subject of our analysis in this survey.
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Figure 8. Start (ν = 2) of

the trajectories of Γ.

Figure 9. Finish (ν = −2)

of the trajectories of Γ.

Definition 2.1. We say that the set of points {a1, b1, a2, b2} belongs to the geo-
metric cases I or II,

A = {a1, b1, a2, b2} ∈ I ∪ II, (2.17)

if the set Γ in (2.11) has the following structure:
1) the algebraic function z(ν) defined by the equation J(ν, z) = 0 (see (2.12))

has no branch points on (−2, 2), so that by analytic continuation the trajec-
tories (2.15) are defined globally on [−2, 2],

γa1(ν), γb1(ν), γa2(ν), γb2(ν), γα1(ν), γα2(ν), ν ∈ [−2, 2];

2) when ν = −2 we have

γa1(−2) = γb1(−2), γa2(−2) = γb2(−2).

For A ∈ I ∪ II we can now define two arcs in C,

γj = γaj ,bj = γaj ∪ γbj , j = 1, 2, (2.18)

each connecting aj and bj , j = 1, 2, and a closed analytic curve

γα := γα1 ∪ γα2 .

Definition 2.2. Given A ∈ I ∪ II, we say that (see Figs. 10 and 11)
1) A ∈ I if γ1 ∩ γ2 = ∅;
2) A ∈ II if γ1 and γ2 have two points of intersection,

γ1 ∩ γ2 = {c1, c2}.

In the case II we assume that the branch points aj , bj and the intersection points
cj are arranged as shown in Fig. 11. That is, if we follow the curve γj starting at
aj (j = 1, 2) then we first meet c1 and then c2.

In what follows here we shall concentrate on the geometric case II, regarding the
case I as a degeneration of it (see the details in [18]).
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Figure 10. Global trajecto-

ries, case I.

Figure 11. Global trajecto-

ries, case II.

2.2.3. Riemann surface for the case II. Definition of the global branches for the
algebraic functions h and Φ. In the case II we have γ1 ∩ γ2 = {c1, c2}. We assume
that the points aj , bj , and cj are arranged as shown in Fig. 11. We use γaj ,c1 to
denote the part of the arc γj between aj and c1, and similarly for γbj ,c2 . Then in
the case II we let

∆̃j := γaj ,c1 ∪ γbj ,c2 , j = 1, 2,

{
E1 := γ2 \ ∆̃2,

E2 := γ1 \ ∆̃1.
(2.19)

The arcs E1 and E2 form the boundary of a lens-shaped domain G:

∂G := E1 ∪ E2. (2.20)

Note that the real-analytic curve γα has to pass through the points c1, c2 and that
it divides the domain G into two parts (otherwise it would contradict the maximum
principle for harmonic functions). Let

∆1,2 := γα ∩G. (2.21)

Finally, we define

∆j := ∆̃j ∪∆1,2, ∆0 := ∆1 ∪∆2 = ∆̃1 ∪∆1,2 ∪ ∆̃2. (2.22)

Definition 2.3. For a set of points A ∈ II the corresponding Riemann surface

R(A) := R0 ∪R1 ∪R2

is formed by gluing the sheets{
R1 := C \ (∆1 ∪ E1),
R2 := C \ (∆̃2 ∪ E1) = C \ γ2

(2.23)

of the cut complex plane to the sheet

R0 := C \∆0 = C \ (∆1 ∪ ∆̃2),

and then gluing the sheets R1 and R2 together along E1 (see Fig. 12).
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Figure 12. Riemann surface for case II.

Remark 2.1. 1. The so-defined structure of sheets of a Riemann surface possesses
a certain non-symmetry with respect to the pairs {a1, b1} and {a2, b2}. We can also
consider a dual structure of sheets for R:

R0 := C \∆0, R2 := C \ (∆2 ∪ E2), R1 := C \ γ1.

2. Although all three sheets are glued together at the points c1 and c2, it can
easily be checked that these are not branch points of R.

3. Note that the sheet R1 is a disconnected set (see (2.23)). It consists of two
components: the domain G1 bounded by E1 and ∆1,2,

∂G1 := E1 ∪∆1,2,

and the domain C \ (G1 ∪ ∆̃1).

The structure of the sheets (2.23) gives the global branches of the functions h
and Φ:

h0, Φ0 ∈ H(C \∆0),

h1, Φ1 ∈ H
(
C \ (∆̃1 ∪G1 )

)
∪H(G1), (2.24)

h2, Φ2 ∈ H
(
C \ (∆̃2 ∪ E1)

)
.

More precisely, in the domains

C \∆0, C \ (∆̃1 ∪G1 ), C \ (∆̃2 ∪ E1)

the branches
(h0, Φ0), (h1, Φ1), (h2, Φ2)

are respectively the result of analytic continuation of (2.3) and (2.10) from the point
at infinity, and the branch (h1, Φ1) in G1 is the result of analytic continuation of
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(h0, Φ0) across ∆1,2 or of (h2, Φ2) across E1. The three branches Φj , j = 0, 1, 2,
also determine a number of regions in the complex plane:

Ωj,k,ℓ =
{
z ∈ C : |Φj(z)| < |Φk(z)| < |Φℓ(z)|

}
, j, k, ℓ = 0, 1, 2. (2.25)

We also define the sets

Ωj,k =
{
z ∈ C : |Φj(z)| < |Φk(z)|

}
, j, k = 0, 1, 2. (2.26)

Using the continuity of the global branches of Φ along γ1, γ2, and γα and using
the maximum principle, we obtain a partition of C by Γ into the domains Ωj,k,ℓ, as
shown in Fig. 13.

Figure 13. Partition of C by Γ into regions Ωj,k,ℓ. The case II.

Proposition 2.2. If A ∈ II then the contour Γ defined in (2.11), (2.12) has the
following structure:

Γ = Γ0,1 ∪ Γ0,2 ∪ Γ1,2,

Γ0,1 := {z : |Φ0(z)| = |Φ1(z)|} = ∆1,

Γ0,2 := {z : |Φ0(z)| = |Φ2(z)|} = ∆̃2,

Γ1,2 := {z : |Φ1(z)| = |Φ2(z)|} = E1 ∪ E2 ∪ (γα \∆1,2),

and for the domains Ωj,k,ℓ (see Fig. 13),{
∂Ω0,1,2 = γα ∪ ∆̃1 ∪ E1 ∪ E2,

∂Ω0,2,1 = (γα \∆1,2) ∪ ∆̃2 ∪ E2.
(2.27)

See the proof of Proposition 2.2 and the proof of the following Theorem 2.1
in [18].



Hermite–Padé approximations 1163

Theorem 2.1. Let A ∈ II.
1) The jump of h0 on ∆0 produces a positive measure λ of total mass 2,

1
2πi

(
h0+(ξ)− h0−(ξ)

)
dξ =: dλ(ξ), ξ ∈ ∆0,

and λ has two component measures λ1 and λ̃2 supported on ∆1 and ∆̃2,

λ =

{
λ1 on ∆1,

λ̃2 on ∆̃2,

and with densities

λ′1(ξ) =
m1(ξ)√

(ξ − a1)(ξ − b1)
, λ̃′2(ξ) =

m2(ξ)√
(ξ − a2)(ξ − b2)

,

m1 ∈ H(∆̃1) ∩H(∆1,2), m2 ∈ H(∆̃2).

2) The jump of h1 on E1 produces a positive measure µ1,

1
2πi

(
h1+(ξ)− h1−(ξ)

)
dξ =: dµ1(ξ), ξ ∈ E1,

and µ′1 ∈ H(E1).
3) The total masses of these measures are connected by the relations

|λ1|+ |λ̃2| = 2, |λ1| − |µ1| = 1.

Thus, the Riemann surface for the case II produces a system of three positive
measures

{λ1, λ̃2, µ1},


supp λ1 = ∆1,

supp λ̃2 = ∆̃2,

supp µ1 = E1,

{
|λ1|+ |λ̃2| = 2,

|λ1| − |µ1| = 1.

If we consider the dual Riemann surface (see Remark 2.1, item 1), then we arrive
at a dual system of three positive measures

{λ2, λ̃1, µ2},


supp λ2 = ∆2,

supp λ̃1 = ∆̃1,

supp µ2 = E2,

{
|λ2|+ |λ̃1| = 2,

|λ2| − |µ2| = 1,
(2.28)

and we have
λ1 + λ̃2 = λ2 + λ̃1 = λ.

2.3. Weak asymptotics, convergence, vector potential equilibrium prob-
lems. In this subsection we formulate corollaries from the strong asymptotics of
the Hermite–Padé polynomials, obtained in [18] and relating to the weak asymp-
totics of the poles of the Hermite–Padé approximants and their convergence.
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2.3.1. Weak convergence. We start with the weak limit of the counting measures
νPn

that assign equal mass 1/(2n) to the poles of the Hermite–Padé approximants.
Again we concentrate on the geometric case II. The results relating to the case I can
be regarded as a degeneration of the stated results. The details and other geometric
configurations can be found in [18].

Theorem 2.2. Suppose that A corresponds to the case II. Then the poles of the
Hermite–Padé approximants (0.2)–(0.4) for the functions in (2.4) have a weak limit

νPn

∗→ λ

2
, n →∞, (2.29)

where the limit measure λ is defined in Theorem 2.1.

We now state a result about the finite zeros of the functions of the second kind

R(j)
n := fjPn −Q(j)

n , j = 1, 2,

in (0.4). These zeros represent extra interpolation points. We use the notation
ν

R
(j)
n

for the counting measures with equal mass 1/n at the finite zeros of R
(j)
n .

Theorem 2.3. Consider R
(j)
n for the functions (2.4). For A ∈ II

ν
R

(j)
n

∗→ µj , j = 1, 2, (2.30)

where the limit measures µ1 and µ2 are defined in Theorem 2.1 and in (2.28).

The next theorem describes the nth-root asymptotics of the error term

fj − π(j)
n =

R
(j)
n

Pn
, π(j)

n =
Q

(j)
n

Pn
, j = 1, 2,

and the convergence of the Hermite–Padé approximants (0.2)–(0.4).

Theorem 2.4. Consider the Hermite–Padé approximants for the functions (2.4).
If A ∈ II, then (uniformly on compact subsets of the indicated sets)

|f1−π(1)
n |1/n →

∣∣∣∣Φ0

Φ1

∣∣∣∣ on C\(∆1∪E1), |f2−π(2)
n |1/n →


∣∣∣∣Φ0

Φ2

∣∣∣∣ on (C \∆2) \G,∣∣∣∣Φ0

Φ1

∣∣∣∣ on G \∆1,2,

and therefore
π(j)

n → fj on C \∆j , j = 1, 2.

We recall that the definition of the branches of the algebraic function Φ and the
domains of divergence Ωj,0, j = 1, 2, of the Hermite–Padé approximants are given
in (2.26), (2.7), and (2.24).
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2.3.2. Vector equilibrium problem. In concluding this section we state a universal
vector equilibrium problem for the logarithmic potentials of the measures λ =
λ1 +λ2, µ1, µ2. These measures were introduced in Theorem 2.1 for the description
of the weak limits of the poles and of the extra interpolation points.

Theorem 2.5. Let f1 and f2 be the functions in (2.4) and let A ∈ I∪ II. Then the
following statements hold.

I. a) There exist piecewise analytic arcs ∆1 and ∆2 off which f1 and f2 are
holomorphic,

fj ∈ H(C \∆j), j = 1, 2,

and a piecewise analytic contour E bounding a domain containing their intersection

∆1,2 := ∆1 ∩∆2 (∆1,2 = ∅ ⇒ E = ∅).

b) There exists a triple of measures (λ1, λ̃2, µ1) with supports (here S(µ) :=
supp µ)

S(λ1) ⊂ ∆1, S(λ̃2) ⊂ ∆̃2 := ∆2 \∆1,2, S(µ1) ⊂ E

and with total masses satisfying{
|λ1|+ |λ̃2| = 2,

|λ1| − |µ1| = 1.

c) The triple of measures (λ1, λ̃2, µ1) satisfies the following equilibrium relations
with some constants κ1 and κ̃2:

U1 := 2V λ1 + V λ̃2 − V µ1

{
= κ1 on S(λ1),
> κ1 on ∆1,

U2 := V λ1 + 2V λ̃2 + V µ1

{
= κ̃2 on S(λ̃2),
> κ̃2 on ∆̃2,

(2.31)

U3 := −V λ1 + V λ̃2 + 2V µ1

{
= κ̃2 − κ1 on S(µ1),
> κ̃2 − κ1 on E.

d) The supports of the measures (λ1, λ̃2, µ1) satisfy the following symmetry rela-
tions : 

∂U1

∂n+
=

∂U1

∂n−
on S(λ1),

∂U2

∂n+
=

∂U2

∂n−
on S(λ̃2),

∂U3

∂n+
=

∂U3

∂n−
on S(µ1),

(2.32)

where ∂/∂n± denote the normal derivatives on the corresponding contours.
II. There is also a dual problem for the triple (λ2, λ̃1, µ2) which is obtained from

the problem I.a)–I.d) by interchanging the indices 1 and 2.
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III. The equilibrium measures (λ1, λ̃2, µ1) and (λ2, λ̃1, µ2) are related as follows :

λ := λ1 + λ̃2 = λ2 + λ̃1, S(λ) ⊂ ∆0 := ∆1 ∪∆2,

µ := µ1 + µ2, S(µ1) ∪ S(µ2) = E,

V µ|E = V λ1,2 |E , λ1,2 := λ|∆1,2 .

IV. The measure λ/2 is the weak limit (2.29) of the poles of the Hermite–Padé
approximants of the functions f1 and f2, and the measures µ1 and µ2 are the weak
limits (2.30) of the extra interpolation points.

The proof of Theorem 2.5 (including generalizations for other geometric config-
urations) is given in [18].

In the case I we have ∆1,2 = ∅ and therefore E = ∅,

∆j = ∆̃j , λj = λ̃j , µj = 0, S(λj) = ∆j , j = 1, 2,

and in the systems of equilibrium and symmetry relations (2.31)–(2.32) only the
first two relations are needed, which are the equilibrium relations for an Angelesco
system (1.6) in the complex plane. In the case II the contours for the equilibrium
problems are defined in (2.19)–(2.22). In this case (see Theorem 2.1) there are
no degeneracies of the components in the equilibrium problem (2.31) and the dual
problem.

The equilibrium relations (1.54) coincide with the equilibrium relations (1.54)–
(1.56) from the previous section. This shows their universal character.

Chapter 2

Multiple orthogonal polynomial ensembles

3. Definitions, determinantal formulae

3.1. Orthogonal polynomial ensembles. The polynomials characterized by
the multiple orthogonality conditions (1.5) appear in a natural way in certain mod-
els of random matrices and non-intersecting paths. This was first observed in [9]
for the Hermitian random matrix model with an external source.

The connection between orthogonal polynomials and random matrix theory is
much older. It was developed by Mehta and Gaudin first for Gaussian ensembles
[43] and then extended to more general invariant ensembles (see [44]–[51]). Here
the setup is the following. On the space of n×n Hermitian matrices M one defines
a probability measure of the form

1

Z̃n

e−Tr V (M) dM, (3.1)

where V : R → R ∪ {∞} is a function such that

lim
x→±∞

V (x)
log(1 + |x|)

= +∞,
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for example, a polynomial of even degree with positive leading coefficient,

dM =
n∏

i=1

dMii

n−1∏
i=1

n∏
j=2

d Re Mij d Im Mij

is the Lebesgue measure on the set of algebraically independent entries of M , and

Z̃n =
∫

e−Tr V (M) dM

is a normalization constant making (3.1) a probability measure. The joint probabil-
ity density for the eigenvalues x1, . . . , xn of the matrix M taken randomly according
to (3.1) is equal to

P(x1, . . . , xn) =
1

Zn

∏
i<j

(xj − xi)2
n∏

j=1

e−V (xj), (3.2)

where Zn is another normalization constant (see [44], [45]).
Let (pk)∞k=0 be the sequence of orthogonal polynomials with weight e−V (x) on

the real line and let

Kn(x, y) =
√

e−V (x)e−V (y)

n−1∑
k=0

pk(x)pk(y) (3.3)

be the reproducing kernel (also known as the orthogonal polynomial kernel, or the
Christoffel–Darboux kernel). Then (3.2) can be rewritten as a determinant

P(x1, . . . , xn) =
1
n!

det
[
Kn(xi, xj)

]n

i,j=1
(3.4)

and for each k = 1, . . . , n the k-point correlation function

R(x1, . . . , xk) =
n!

(n− k)!

∫
Rn−k

P(x1, . . . , xn) dxk+1 · · · dxn (3.5)

(which is, up to a constant factor, also equal to the marginal density) is the k × k
determinant

R(x1, . . . , xk) = det
[
Kn(xi, xj)

]
i,j=1,...,k

, (3.6)

with the same kernel (3.3). The formula (3.6) is characteristic of a determinantal
point process with correlation kernel Kn.

Another connection of the unitary ensemble (3.1) with orthogonal polynomials
is that the average characteristic polynomial

Pn(x) = E[det(xI −M)]

=
1

Zn

∫
Rn

∏
j=1

(x− xj)P(x1, . . . , xn) dx1 · · · dxn (3.7)
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is equal to the monic orthogonal polynomial of degree n:∫ ∞

−∞
Pn(x)xke−nV (x) dx = 0, k = 0, 1, . . . , n− 1,

so that pn(x) = γnPn(x) with γn the leading coefficient of the orthonormal poly-
nomial pn. See [52], [49], [53], [54] for more information on unitary ensembles and
other models from random matrix theory.

3.2. Multiple orthogonal polynomial ensembles. A multiple orthogonal
polynomial (MOP) ensemble is a generalization of the probability density func-
tion (3.2). We note that (3.2) is a product of two determinants. Indeed, by the
familiar formula for the Vandermonde determinant we have∏

i<j

(xj − xi) = det
[
xi−1

j

]
i,j=1,...,n

.

Putting w(x) = e−V (x), we can then write the OP ensemble (3.2) as

1
Zn

det
[
xi−1

j

]
i,j=1,...,n

det
[
xi−1

j w(xj)
]
i,j=1,...,n

.

Definition 3.1 [55]. A multiple orthogonal polynomial ensemble is a probability
density function on Rn of the form

P(x1, . . . , xn) =
1

Zn
det

[
xi−1

j

]
i,j=1,...,n

det
[
ϕi(xj)

]
i,j=1,...,n

, (3.8)

for certain functions ϕ1, . . . , ϕn : R → R whose linear span is equal to

span
{
xkwj(x) | k = 0, . . . , nj − 1, j = 1, . . . , p

}
, (3.9)

for p functions w1, . . . , wp : R → R and positive integers n1, . . . , np with n = n1 +
· · ·+np. We say that the MOP ensemble (3.8) is generated by the weight functions
w1, . . . , wp and the multi-index n⃗ = (n1, . . . , np).

The weight functions w1, . . . , wp and multi-index n⃗ = (n1, . . . , np) generate
a MOP ensemble if and only if

det
[
xi−1

j

]
i,j=1,...,n

det
[
ϕi(xj)

]
i,j=1,...,n

> 0 for every choice of (x1, . . . , xn) ∈ Rn,

or

det[xi−1
j ]i,j=1,...,n det

[
ϕi(xj)

]
i,j=1,...,n

6 0 for every choice of (x1, . . . , xn) ∈ Rn,

and in addition

Zn =
∫

Rn

det
[
xi−1

j

]
i,j=1,...,n

det
[
ϕi(xj)

]
i,j=1,...,n

dx1 · · · dxn ∈ R \ {0}. (3.10)

By the continuum version of the Cauchy–Binet theorem (see, for example, [56]), we
get from (3.9) that

Zn = n! det
[ ∫

Rn

xi−1ϕj(x) dx

]
i,j=1,...,n

. (3.11)
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By using elementary column operations on the determinant we can replace the
functions ϕj in (3.11) by the functions in (3.9). Then the expression (3.11) for Zn

turns into a block Hankel determinant

Zn = cn det
[
H1 · · · Hp

]
with p rectangular blocks, where

Hj =
[ ∫ ∞

−∞
xi+k−2wj(x) dx

]
i=1,...,n, k=1,...,nj

is of size n× nj and contains moments of the weight wj .
Any probability density function of the form (3.8) can be regarded as a multiple

orthogonal polynomial ensemble, simply by taking p = n, wj = ϕj , and nj = 1
for j = 1, . . . , n. However, the main interest in this situation is when p is small
compared to n.

3.3. Determinantal point process. A multiple orthogonal polynomial ensem-
ble is a determinantal point process. That is, there is a kernel Kn such that (3.8)
can be written as

P(x1, . . . , xn) =
1
n!

det
[
Kn(xi, xj)

]
i,j=1,...,n

, (3.12)

and for every k = 1, . . . , n,

R(x1, . . . , xk) :=
n!

(n− k)!

∫
Rn−k

P(x1, . . . , xn) dxk+1 · · · dxn

= det
[
Kn(xi, xj)

]
i,j=1,...,k

. (3.13)

Thus, the formulae (3.4)–(3.6) continue to hold for the MOP ensemble (3.8). The
kernel can be written as a double sum

Kn(x, y) =
n∑

i=1

n∑
j=1

[
A−1

n

]
j,i

xi−1ϕj(y), (3.14)

where
[
A−1

n

]
j,i

denotes the (j, i)th entry of the inverse of the matrix

An =
[ ∫

xi−1ϕj(x) dx

]
i,j=1,...,n

(see also [57], [58]). Note that Zn = n! detAn by (3.11). Since Zn ̸= 0, the
matrix An is invertible, and the kernel (3.14) is well defined.

The formulae (3.12)–(3.14) are special cases of more general formulae for biortho-
gonal ensembles [57], where instead of (3.8) one has a probability density function
that is a product of two general determinants

1
Zn

det
[
fi(xj)

]
i,j=1,...,n

det
[
gi(xj)

]
i,j=1,...,n

. (3.15)

We will not go into this more general situation here.
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In the orthogonal polynomial case we can rewrite the kernel (3.3) by means of
the Christoffel–Darboux formula in terms of the orthogonal polynomials of degrees
n and n− 1 only:

Kn(x, y) =
√

e−V (x)e−V (y) γ2
n−1

Pn(x)Pn−1(y)− Pn−1(x)Pn(y)
x− y

.

This is very useful in the computation of asymptotics. Indeed, in the large-n limit
one would need only the orthogonal polynomials of large degree in order to find the
behaviour of Kn as n →∞.

There is also a Christoffel–Darboux formula for the kernel (3.14) of a MOP
ensemble. It was found first in [9] for the case p = 2 and later in [20] for p > 2.
To describe this we recall that the multiple orthogonal polynomial Pn⃗ (see (1.5)) is
a monic polynomial of degree n = |n⃗ | = n1 + · · · + np and is characterized by the
conditions∫ ∞

−∞
Pn⃗(x)xkwj(x) dx = 0, k = 0, . . . , nj − 1, j = 1, . . . , p. (3.16)

In the context of a MOP ensemble (3.8), Pn⃗ is uniquely determined, and can be
expressed as the ‘average characteristic polynomial’

Pn⃗(z) = E

[ n∏
j=1

(z − xj)
]

(3.17)

with respect to the ensemble (3.8). Thus,

Pn⃗(z) =
1

Zn

∫
Rn

n∏
j=1

(z − xj)
∏
i<j

(xj − xi) det
[
ϕi(xj)

]
i,j=1,...,n

dx1 · · · dxn, (3.18)

which is an n-fold integral representation of Pn⃗.
The polynomials Pn⃗ are also called multiple orthogonal polynomials of type II.

There is a dual notion of multiple orthogonal polynomials of type I. The MOPs of
type I are polynomials An⃗,j for j = 1, . . . , p, where

deg An⃗,j 6 nj − 1, (3.19)

such that the function (linear form)

Qn⃗(x) =
p∑

j=1

An⃗,j(x)wj(x) (3.20)

satisfies the orthogonality conditions∫
xkQn⃗(x) dx =

{
0 for k = 0, . . . , |n⃗ | − 2,

1 for k = |n⃗ | − 1.
(3.21)

Again, in the situation of a MOP ensemble (3.8) the MOPs of type I and the form
(3.20) are uniquely determined. In addition, Qn⃗ satisfies the equality∫ ∞

−∞

Qn⃗(x)
z − x

dx = E

[ n∏
j=1

(z − xj)−1

]
, z ∈ C \ R,
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which means that the Cauchy transform of Qn⃗ is the average of the reciprocal of
the characteristic polynomial of a random point set x1, . . . , xn from the ensemble
(3.8) (see also [59] and [15]).

The polynomial Pn⃗ and the linear forms Qn⃗ appear in the Christoffel–Darboux
formula for the correlation kernel (3.14), together with the analogous objects with
neighbouring multi-indices n⃗ ± e⃗j (j = 1, . . . , p), where e⃗j = (δi,j)i=1,...,p is the
p-dimensional vector with 1 at the jth position and 0 elsewhere. We assume that
all these multi-indices are normal, so that the polynomials and linear forms exist.
We also write

hn⃗,j =
∫

Pn⃗(x)xnj wj(x) dx, j = 1, . . . , p, (3.22)

which will be non-zero under our assumptions.

Theorem 3.1 [20], [60]. Assume that the multi-indices n⃗ and n⃗ ± e⃗j are normal.
Then the correlation kernel (3.14) of a MOP ensemble generated by p weights
w1, . . . , wp and multi-index n⃗ = (n1, . . . , np) can be written as

(x− y)Kn(x, y) = Pn⃗(x)Qn⃗(y)−
p∑

j=1

hn⃗,j

hn⃗−e⃗j ,j
Pn⃗−e⃗j

(x)Qn⃗+e⃗j
(y). (3.23)

For p = 1 the formula (3.23) reduces to the Christoffel–Darboux formula for
orthogonal polynomials. For an extension to multiple orthogonal polynomials of
mixed type, see [61], [62], and [15].

Before giving the proof of (3.23) we first discuss the Riemann–Hilbert problem
for multiple orthogonal polynomials, which also gives a natural reformulation of
(3.23).

3.4. Riemann–Hilbert problem. The Riemann–Hilbert problem for orthogo-
nal polynomials was first formulated by Fokas, Its, and Kitaev [63]. Its extension
to multiple orthogonal polynomials is due to Van Assche, Geronimo, and Kuijlaars
[19].

We assume that the weight functions w1, . . . , wp are sufficiently smooth (for
example, C1-smoothness will do) and that a multi-index n⃗ = (n1, . . . , np) is given.
Then the Riemann–Hilbert problem asks for a (p + 1) × (p + 1) matrix-valued
function

Y : C \ R → C(p+1)×(p+1)

satisfying the following conditions:
(i) Y is analytic in C \ R;
(ii) Y (z) has limit values Y+(x) and Y−(x) as z → x ∈ R from the upper and

lower half-planes, respectively, and these limit values satisfy the equality

Y+(x) = Y−(x)


1 w1(x) w2(x) · · · wp(x)
0 1 0 · · · 0
0 0 1 · · · 0
...

...
...

. . .
...

0 0 0 · · · 1

 , x ∈ R;
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(iii) as z →∞, we have

Y (z) =
(
Ip+1 + O(z−1)

)


zn 0 0 · · · 0
0 z−n1 0 · · · 0
0 0 z−n2 · · · 0
...

...
...

. . .
...

0 0 0 · · · z−np

 .

The Riemann–Hilbert problem has a unique solution if and only if the MOP Pn⃗

of degree n = |n⃗| satisfying (3.16) is uniquely determined. If the MOPs Pn⃗−e⃗j
also

exist, then the unique solution of the Riemann–Hilbert problem is given by

Y (z) =



Pn⃗(z) · · · 1
2πi

∫
Pn⃗(x)wp(x)

x− z
dx

− 2πi

hn⃗−e⃗1,1
Pn⃗−e⃗1(z) · · · 1

hn⃗−e⃗1,1

∫
Pn⃗−e⃗1(x)wp(x)

x− z
dx

...
. . .

...

− 2πi

hn⃗−e⃗p,p
Pn⃗−e⃗p

(z) · · · 1
hn⃗−e⃗p,p

∫
Pn⃗−e⃗p

(x)wp(x)
x− z

dx


. (3.24)

It is easy to see that the inverse transpose matrix

X(z) = Y −t(z)

satisfies the following Riemann-Hilbert problem:
(i) X is analytic in C \ R;
(ii) X has limit values X+(x) and X−(x) for x ∈ R that satisfy the equality

X+(x) = X−(x)


1 0 0 · · · 0

−w1(x) 1 0 · · · 0
−w2(x) 0 1 · · · 0

...
...

...
. . .

...
−wp(x) 0 0 · · · 1

 , x ∈ R;

(iii) as z →∞ we have

X(z) =
(
Ip+1 + O(z−1)

)


z−n 0 0 · · · 0
0 zn1 0 · · · 0
0 0 zn2 · · · 0
...

...
...

. . .
...

0 0 0 · · · znp

 .



Hermite–Padé approximations 1173

The unique solution of this Riemann–Hilbert problem involves MOPs of type I
and appears as follows:

X(z) =



∫
Qn⃗(x)
z − x

dx 2πiAn⃗,1(z) · · · 2πiAn⃗,p(z)

hn⃗,1

2πi

∫
Qn⃗+e⃗1(x)

z − x
dx hn⃗,1An⃗+e⃗1,1(z) · · · hn⃗,1An⃗+e⃗1,p(z)

hn⃗,2

2πi

∫
Qn⃗+e⃗2(x)

z − x
dx hn⃗,2An⃗+e⃗2,1(z) · · · hn⃗,2An⃗+e⃗2,p(z)

...
...

. . .
...

hn⃗,p

2πi

∫
Qn⃗+e⃗p

(x)
z − x

dx hn⃗,pAn⃗+e⃗p,1(z) · · · hn⃗,pAn⃗+e⃗p,p(z)


. (3.25)

Comparing (3.23), (3.24), and (3.25), we then see that

(x− y)Kn(x, y) =
1

2πi

p∑
j=1

wj(y)
[
Y −1

+ (y)Y+(x)
]
j+1,1

=
1

2πi

(
0 w1(y) · · · wp(y)

)
Y −1

+ (y)Y+(x)


1
0
...
0

 , (3.26)

which is a convenient way to rewrite the Christoffel-Darboux kernel (3.23).

3.5. Proof of Theorem 3.1. We prove Theorem 3.1 in the form (3.26). The
proof we give is modelled after the proof in [62].

The kernel Kn in (3.14) is the kernel of a (non-orthogonal) projection operator
onto a space of polynomials. That is, if we also use the same Kn to denote the
operator

(Kng)(x) =
∫

Kn(x, y)g(y) dy,

then Kng = g for polynomials g of degree 6 n − 1. The kernel (null-space) of the
operator Kn consists of all g such that

∫
ϕj(x)g(x) dx = 0 for every j = 1, . . . , n.

The proof reduces to establishing the same facts for the operator defined by the
right-hand side of (3.26). Thus, if Ln(x, y) denotes the right-hand side of (3.26)
and

(Lng)(x) =
∫

Ln(x, y)g(y) dy,

then we prove that
(a) Lng = g if g is a polynomial of degree 6 n− 1,
(b) Lng = 0 if g is such that ∫

ϕj(x)g(x) dx = 0

for every j = 1, . . . , n.
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Proof. (a) If g is a polynomial of degree 6 n− 1, then by (3.26)

(Lng)(x) =
(

1
2πi

∫
g(y)− g(x)

x− y

(
0 w1(y) · · · wp(y)

)
Y −1

+ (y) dy

)
Y+(x)


1
0
...
0


+

g(x)
2πi

∫ (
0 w1(y) · · · wp(y)

)
Y −1

+ (y)Y+(x)


1
0
...
0

 dy

x− y
.

(3.27)

Since Y −1 = Xt we have by (3.25) that the entries of Y −1 in rows 2 up to p are
multiple orthogonal polynomials of type I. The entries in the row vector(

0 w1(y) · · · wp(y)
)
Y −1

+ (y)

are linear forms as in (3.20), since

[(
0 w1(y) · · · wp(y)

)
Y −1

+ (y)
]
k

=

{
2πiQn⃗(y), k = 1,

hn⃗,k−1Qn⃗+e⃗k−1(y), k = 2, . . . , p + 1.

(3.28)

For each x we get that
g(y)− g(x)

x− y
is a polynomial in y of degree 6 n − 2. The

first term on the right-hand side of (3.27) is then 0 because of (3.28) and the type-I
multiple orthogonality conditions (3.21).

What remains is the second term on the right-hand side of (3.27), for which we
get from (3.28) and (3.25) that

(Lng)(x) = g(x)
∫ (

Qn⃗(y)Y11(x) +
p+1∑
k=2

hn⃗,k−1

2πi
Qn⃗+e⃗k−1(y)Yk1(x)

)
dy

x− y

= g(x)
p∑

k=1

Xk1,+(x)Yk1(x) = g(x),

where the last equality follows because X = Y −t. This proves part (a).
(b) If g is such that

∫
ϕj(y)g(y) dy = 0 for every j = 1, . . . , n, then

(Lng)(x) =
(

1
2πi

∫
g(y)

(
0 w1(y) · · · wp(y)

) Y −1
+ (y)− Y −1

+ (x)
x− y

dy

)
Y+(x)


1
0
...
0


+

1
2πi

∫
g(y)

(
0 w1(y) · · · wp(y)

)
Y −1

+ (x)Y+(x)


1
0
...
0

 dy

x− y
,

(3.29)

where the second term on the right-hand side clearly vanishes. Since X = Y −t,
we see from (3.24) and (3.19) that for k = 1, . . . , p the entries in row k + 1 of
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Y −1
+ (y)− Y −1

+ (x)
x− y

are polynomials in y of degrees 6 nk−1. Thus, all entries in the

row vector (
0 w1(y) · · · wp(y)

) Y −1
+ (y)− Y −1

+ (x)
x− y

are in the linear span of the functions (3.9), which by the definition of a MOP ensem-
ble is equal to the linear span of the functions ϕ1, . . . , ϕn. Since

∫
ϕj(y)g(y)dy = 0

for every j = 1, . . . , n, we then find that Lng = 0, which proves part (b).

4. Random matrix model with an external source

The Hermitian random matrix model with an external source is a generaliza-
tion of the unitary random matrix model (3.1) in which the unitary invariance is
discarded. This model was introduced and first analyzed in the physics papers
[64]– [66]. Let us consider a potential V of the form (3.1) and a fixed n × n Her-
mitian matrix A. Then the random matrix model with an external source is given
by the probability measure

1

Z̃n

e−Tr
(
V (M)−AM

)
dM (4.1)

on the space of n × n Hermitian matrices M . Because of the unitary invariance
of dM and of the trace, the measure (4.1) depends only on the eigenvalues of the
external source A, and we can assume without loss of generality that A is a diagonal
matrix, say

A = diag(a1, . . . , an),

with ai ∈ R for i = 1, . . . , n.

4.1. External source model as a MOP ensemble. A spectral decomposition
of the Hermitian matrix M (see [9])

M = UXU−1, X = diag(x1, . . . , xn),

where U is unitary and x1, . . . , xn are the eigenvalues of M , can be viewed as
a change of variables. The Jacobian of this change of variables is proportional
to

∏
j>i(xj − xi)2, which means that (4.1) gives rise to the following probability

density function on the eigenvalues of M (after averaging over the eigenvectors):

1

Ẑn

∏
j>i

(xj − xi)2
∏
j=1

e−V (xj)

∫
U(n)

eAUXU−1
dU, (4.2)

where dU is the Haar measure on the unitary group U(n). The integral in (4.2)
can be evaluated explicitly using the Harish Chandra/Itzkyson–Zuber formula [67]∫

U(n)

eAUXU−1
dU =

( n−1∏
j=0

j!
) det

[
eaixj

]
i,j=1,...,n∏

j>i(aj − ai)
∏

j>i(xj − xi)
, (4.3)

which is valid in case all the ai and all the xj are mutually distinct. In case some of
the ai (or some of the xj) coincide, one should take an appropriate limit of (4.3).
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Inserting (4.3) into (4.2), one finds a probability density function

P(x1, . . . , xn) =
1

Zn(⃗a )

∏
j>i

(xj − xi) det
[
eaixj

]
i,j=1,...,n

n∏
j=1

e−V (xj) (4.4)

with a new constant

Zn(⃗a ) = Ẑn

( n−1∏
j=0

j!
)−1 ∏

j>i

(aj − ai)

that depends on the eigenvalues aj of the external source. Note that (4.4) is of the
form (3.8) with the functions ϕi(x) = e−(V (x)−aix). It is valid when all the ai are
mutually distinct.

Now suppose that not all the ai are distinct, and in fact suppose that a1, . . . , ap

are the mutually distinct eigenvalues of A and that aj appears with multiplicity
nj as an eigenvalue of A. Then by taking the confluent limit of (4.4) we arrive at
a multiple orthogonal polynomial ensemble (3.8) generated by the p weight functions

wj(x) = e−(V (x)−ajx), j = 1, . . . , p, (4.5)

and the multi-index (n1, . . . , np).

4.2. Large-n asymptotics. To understand the large-n asymptotics of the ran-
dom matrix model with an external source (4.1), it is important to first recall the
large-n asymptotics of the standard random matrix model (3.1) (without an exter-
nal source). For interesting large-n behaviour it is appropriate to replace V by
nV , which creates an asymptotic balance between the repulsion of the eigenvalues
and the confining potential. Then the orthogonal polynomials appearing in the
correlation kernel (3.3) become dependent on n. We write pk,n for the orthonormal
polynomial of degree k with respect to the weight e−nV (x). The correlation kernel
(3.3) is then

Kn(x, y) =
√

e−nV (x)e−nV (y)

n−1∑
k=0

pk,n(x)pk,n(y). (4.6)

The large-n limit can now be considered in the global (macroscopic) or local
(microscopic) regimes. The global regime deals with the limit of the global eigen-
value distribution. The mean density of the eigenvalues is

ρn(x) =
1
n

Kn(x, x),

and the limit of ρn(x) as n → ∞ is of interest. The limit indeed exists, and the
limit density is characterized by the classical equilibrium problem from logarithmic
potential theory with external fields [68]: minimize∫∫

log
1

|x− y|
dµ(x) dµ(y) +

∫
V (x) dµ(x) (4.7)
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over all probability measures µ on R. There is a unique minimizer µ∗ which has
a density with respect to Lebesgue measure (provided that V is a C2-function),
and

lim
n→∞

1
n

Kn(x, x) = ρ(x) :=
dµ∗

dx
. (4.8)

The local regime deals with the behaviour of eigenvalues on a small scale where
one can distinguish the individual eigenvalues. A main characteristic of random
matrices is the universality of the asymptotic behaviour of the eigenvalues in the
large-n limit. That is, it does not depend on the potential V . In terms of the cor-
relation kernel (4.5) this universality is expressed by the limit

lim
n→∞

1
nρ(x0)

Kn

(
x0 +

x

nρ(x0)
, x0 +

y

nρ(x0)

)
=

sin π(x− y)
π(x− y)

, (4.9)

which holds for every x0 such that ρ(x0) > 0. The right-hand side of (4.9) is known
as the sine kernel (see, for instance, [45] and [49]).

At edge points of the support of µ∗ one has a limit that is different from (4.9).
We consider a typical case when x0 is a right endpoint and the density ρ of µ∗ goes
to zero like a square root, that is,

ρ(x) =
c

π
(x0 − x)1/2

(
1 + o(1)

)
as x → x0,

where c > 0. In this case

lim
n→∞

1
(cn)2/3

Kn

(
x0 +

x

(cn)2/3
, x0 +

y

(cn)2/3

)
=

Ai(x) Ai′(y)−Ai′(x) Ai(y)
x− y

,

(4.10)
where Ai is the Airy function, which is the unique solution of the Airy differential
equation y′′(x) = xy(x) that behaves like

Ai(x) =
1

2
√

π x1/4
e−

2
3 x3/2(

1 + O(x−3/2)
)

as x → +∞.

Our aim is to extend the above results to a random matrix model with an external
source and to more general multiple orthogonal polynomial ensembles. Here one
takes p > 2 fixed and weights w1, . . . , wp that may vary with n. For each n one has
a multi-index n⃗ = (n1, . . . , np) with n = |n⃗|, and as n → ∞ one typically assumes
the existence of the limits

lim
nj

n
= rj . (4.11)

Then, depending on the situation, one would like to express the global regime (4.8)
in terms of a measure µ∗ supplying a minimum in some equilibrium problem such
as (4.7). In the local regime one would like to recover the sine kernel (4.9) and
the Airy kernel (4.10) as local scaling limits of the correlation kernel at typical
points x0. At special points one would like to identify new kinds of asymptotic
behaviour that can be expressed in terms of various limit kernels.

The results in this direction are by no means definitive. In the rest of this
section we report on some progress for the random matrix model with an exter-
nal source, and in the remaining sections we present results on other models that
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give rise to multiple orthogonal polynomials. A main tool for obtaining the asymp-
totics is the Deift/Zhou steepest-descent method for Riemann–Hilbert problems
as applied to the Riemann–Hilbert problem for multiple orthogonal polynomials.
The Riemann–Hilbert problem is posed for matrices of size 3 × 3 or larger, which
leads to a number of interesting new features in the asymptotic analysis when com-
pared to the problem for 2 × 2 Riemann–Hilbert problems. However, we will not
discuss this any further in the present paper.

4.3. Gaussian model with an external source. In order to observe interesting
large-n asymptotic behaviour in the random matrix model with an external source,
we replace V by nV and A by nA in (4.1), that is, we consider the model

1

Z̃n

e−n Tr(V (M)−AM) dM. (4.12)

The Gaussian case V (x) = x2/2 corresponds to the weights

wj(x) = e−n( 1
2 x2−ajx), j = 1, . . . , p, (4.13)

which are Gaussian weights centered at aj . The MOPs for these weights are known
as multiple Hermite polynomials, and they have many special properties, such as
explicit differential equations and recurrence coefficients [69]. The Gaussian case
with a very special external source

A = diag
(
a, . . . , a︸ ︷︷ ︸

n/2

,−a, . . . ,−a︸ ︷︷ ︸
n/2

)
, (4.14)

where a > 0 is a fixed parameter and n is even, was analyzed in the three papers
[21], [11], [22]. Let Kn(x, y; a) denote the correlation kernel for the eigenvalues of the
MOP ensemble corresponding to the random matrix model (4.12) with V (x) = x2/2
and the external source (4.14).

The global regime is governed by the algebraic equation (Pastur equation [70])

ξ3 − zξ2 + (1− a2)ξ + a2z = 0, (4.15)

which gives an algebraic function ξ(z) defined on a three-sheeted Riemann surface.
The branch points of (4.15) are ±z1(a) and ±z2(a), where

z1(a) =

(
8a4 + 20a2 − 1 + (8a2 + 1)3/2

)1/2

2
√

2 a
,

z2(a) =

(
8a4 + 20a2 − 1− (8a2 + 1)3/2

)1/2

2
√

2 a
.

The branch point z1(a) is always real and positive. For a > 1 the branch point
z2(a) is also real and positive, with 0 < z2(a) < z1(a). For a = 1 we have z2(a) = 0,
and z2(a) is purely imaginary for 0 < a < 1. The structure of the sheets of the
Riemann surface is shown in Fig. 14 for the three cases a > 1, a = 1, and 0 < a < 1.
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Figure 14. The structure of the Riemann surface for the equation (4.15)

for the values a > 1 (left), a = 1 (middle), and a < 1 (right). In all cases

the eigenvalues of M accumulate on the interval(s) of the first sheet with

a density given by (4.16).

There is a solution ξ1(z) of (4.15) satisfying the condition

ξ1(z; a) = z − 1
z

+ O(z−2) as z →∞

and possessing an analytic continuation to the first sheet of the Riemann surface.
The limit mean density of the eigenvalues in all cases is given by

lim
n→∞

1
n

Kn(x, x; a) = ρ(x; a)
1
π

Im ξ1,+(x; a), x ∈ R, (4.16)

where ξ1,+(x; a) denotes the limit value of ξ1(z; a) as z → x ∈ R with Im z > 0.
In the local regime one finds the sine kernel (4.9) at points x0 ∈

(
−z1(a), z1(a)

)
if 0 < a < 1, and at points x0 ∈

(
−z1(a),−z2(a)

)
∪

(
z2(a), z1(a)

)
if a > 1. The Airy

kernel limit (4.10) (appropriately modified in case of a left endpoint) is valid at the
branch points x0 = ±z1(a) (in all cases) and at x0 = ±z2(a) in the case a > 1.

A new phenomenon in this model is the phase transition at a = 1. In the global
regime we get by (4.16) that

ρ(x; 1) =
√

3
2
|x|1/3 + O(x) as x → 0. (4.17)

The different exponent 1/3 in the limit mean density also indicates a different local
behaviour at x = 0. This is indeed the case, and one has the following double
scaling limit [64], [71], [22] as described in the next theorem.

Theorem 4.1. For every fixed b ∈ R

1
n3/4

Kn

(
x

n3/4
,

y

n3/4
; 1 +

b

2
√

n

)
= KPe(x, y; b), (4.18)

where KPe is the Pearcey kernel

KPe(x, y; b) =
p(x)q′′(y)− p′(x)q′(y) + p′′(x)q(y)− bp(x)q(y)

x− y
, (4.19)
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Figure 15. The contour Σ in the definition (4.20) of q(y).

with

p(x) =
1
2π

∫ ∞

−∞
e−

1
4 s4− b

2 s2+isx ds and q(y) =
1
2π

∫
Σ

e
1
4 t4+ b

2 t2+ity dt. (4.20)

The contour Σ consists of the four rays arg y = ±π/4,±3π/4, with the orientation
shown in Fig. 15.

The functions (4.20) are known as Pearcey integrals. They are solutions of the
third-order differential equations

p′′′(x) = xp(x) + bp′(x), q′′′(y) = −yq(y) + bq′(y), (4.21)

respectively. Brézin and Hikami [64] also gave the double-integral representation

KPe(x, y; b) =
1

(2πi)2

∫
Σ

∫ i∞

−i∞
exp

{
−1

4
s4+

b

2
s2−ys+

1
4

t4− b

2
t2+xt

}
ds dt

s− t
(4.22)

for the Pearcey kernel (4.19).

4.4. Non-Gaussian model with an external source. A steepest-descent anal-
ysis in the Gaussian random matrix model with an external source was carried out
in [21], [11], [22] on the basis of the algebraic equation (4.15). In the case of
a higher-degree polynomial potential V in (4.12) and an external source (4.14) one
still expects the existence of a third-order algebraic equation (spectral curve) that
could be used in the asymptotic analysis. The corresponding Riemann surface could
be of higher genus, and it seems to be very difficult to write it explicitly in general.
See [72], however, for the quartic model V (x) = x4/4 and sufficiently large a.

An alternative approach was developed in [14] (see also [12] and [13]), where
the algebraic equation follows indirectly from a vector equilibrium problem for two
measures. This approach works for the case of a random matrix model with an
external source (4.12) when the potential is an even polynomial

V (x) =
d∑

j=1

vjx
2d, vd > 0, (4.23)
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and the external source has the form (4.14) with a > 0. The vector equilibrium
problem in [14] requires minimizing the following energy functional, which is a gen-
eralization of (4.7):∫∫

log
1

|x− y|
dµ1(x) dµ1(y) +

∫∫
log

1
|x− y|

dµ2(x) dµ2(y)

−
∫∫

log
1

|x− y|
dµ1(x) dµ2(y) +

∫ (
V (x)− a|x|

)
dµ1(x). (4.24)

The energy functional (4.24) involves two measures µ1 and µ2, and it is assumed
that

(a) µ1 and µ2 have finite logarithmic energy,
(b) µ1 is a measure on R with total mass 1,
(c) µ2 is a measure on iR with total mass 1/2 and satisfies the constraint

µ2 6 σ, (4.25)

where σ is the mesure on iR with constant density

dσ

|dz|
=

a

π
, z ∈ iR. (4.26)

A notable feature is the appearance of an upper constraint σ on the measure µ2

(see (4.25)), while an external field V (x) − a|x| acts on µ1. Equilibrium problems
with an upper constraint first appeared in the context of orthogonal polynomi-
als with discrete orthogonality (see [73]–[75]). The interaction between µ1 and µ2

in (4.24) is of Nikishin type [34]. A vector potential equilibrium problem for three
measures equivalent to (4.24)–(4.26) was considered in [12] and [13]. It is analogous
to the equilibrium problems in §§ 1 and 2 (with the same interaction matrix and
the same relations for the total masses of the measures, but with the addition of
external fields determined by the external source potential V (x) = x4/4− tx2/2).

Theorem 4.2. The above energy functional has a unique minimizer (µ∗1, µ
∗
2) among

all vectors of measures (µ1, µ2) satisfying the above conditions (a), (b), (c). The
minimizer has the following properties.

(i) The support of µ∗1 is bounded and is a finite union of closed intervals,

S(µ∗1) =
N⋃

j=1

[aj , bj ]. (4.27)

(ii) The support of µ∗2 is the full imaginary axis and there exists a c > 0 such
that

S(σ − µ∗2) = (−i∞,−ic] ∪ [ic, i∞). (4.28)

(iii) µ∗1 has a density ρ with respect to Lebesgue measure. In regular cases (to be
explained below) ρ is the limit mean density of the eigenvalues of the random
matrix M in the external source model (4.12) as n →∞, that is,

ρ(x) = lim
n→∞

1
n

Kn(x, x),

where Kn is the correlation kernel for the eigenvalues in (4.12).
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The convergence in part (iii) has been proved only for regular cases, although it
is believed to be true in general.

Regularity is described in terms of variational conditions associated with the
vector equilibrium problem. There is a constant ℓ such that

2V µ∗1 (x) = V µ∗2 (x)− V (x) + a|x| − ℓ, x ∈ S(µ∗1), (4.29)

2V µ∗1 (x) > V µ∗2 (x)− V (x) + a|x| − ℓ, x ∈ R \ S(µ∗1), (4.30)

where V µ denotes the logarithmic potential of µ (see (1.26)). We say that µ∗1 is
regular if the density of µ∗1 is positive on the interior of each interval [aj , bj ] in S(µ∗1)
and vanishes like a square root at each endpoint, and if there is strict inequality in
the variational condition (4.30). We say that µ∗2 is regular if c > 0 (see (4.28)), or
if c = 0 and there is strict inequality in (4.25), that is,

dµ∗2(z)
|dz|

<
a

π
, z ∈ iR.

The usual scaling limits for the local regime, that is, the sine kernel (4.9) at inte-
rior points x0 of S(µ∗1) and the Airy kernel (4.10) at points x0 ∈ {a1, b1, . . . , aN , bN},
are also obtained as a result of the analysis in [14].

Figure 16. Riemann surface

for Case I, when S(σ−µ∗
2) =

iR.

Figure 17. Riemann surface

for Case II, when 0 ̸∈ S(µ∗
1)∩

S(σ − µ∗
2).

A main tool in the analysis in [14] is a three-sheeted Riemann surface constructed
from the solution of the vector equilibrium problem as follows. The supports S(µ∗1)
and S(σ − µ∗2) are used to define the three sheets

R1 = C \ S(µ∗1),

R2 = C \
(
S(µ∗1) ∪ S(σ − µ∗2)

)
, (4.31)

R3 = C \ S(σ − µ∗2),

which are then glued together along the cuts S(µ∗1) and S(σ − µ∗2) in the usual
crosswise manner to produce a compact Riemann surface R. In a regular case 0
can belong to at most one of the cuts S(µ∗1) or S(σ − µ∗2), and we can distinguish
the following three cases.



Hermite–Padé approximations 1183

Case I: 0 ̸∈ S(µ∗1) and 0 ∈ S(σ − µ∗2).
Case II: 0 ̸∈ S(µ∗1) and 0 ̸∈ S(σ − µ∗2).

Case III: 0 ∈ S(µ∗1) and 0 ̸∈ S(σ − µ∗2).
The first two cases are illustrated in Figs. 16 and 17.

In all three cases we define

ξ1(z) = V ′(z)−
∫

dµ∗1(s)
z − s

, z ∈ R1,

ξ2(z) = ±a +
∫

dµ∗1(s)
z − s

−
∫

dµ∗2(s)
z − s

, z ∈ R2, ±Re z > 0, (4.32)

ξ3(z) = ∓a +
∫

dµ∗2(s)
z − s

, z ∈ R3, ±Re z > 0,

and it turns out that these functions can be continued analytically to meromorphic
functions on the full compact Riemann surface whose only pole is at infinity on the
first sheet. This is a consequence of the variational conditions associated with
the vector equilibrium problem. The three functions ξj are then the three solutions
of an algebraic equation

ξ3 + p2(z)ξ2 + p1(z)ξ + p0(z) = 0

with polynomial coefficients. This is how one obtains the spectral curve from the
vector equilibrium problem. In the case of the external source potential V (x) =
x4/4− tx2/2 explicit expressions for the coefficients of the equation of the spectral
curve were obtained in [12].

The remaining part of the proof of Theorem 4.2 consists of a steepest-descent
analysis of a Riemann–Hilbert problem for multiple orthogonal polynomials analo-
gous to the problem in § 3.4, in the present case of size 3× 3:

(i) Y : C \ R → C3×3 is analytic;

(ii) Y+(x) = Y−(x)

1 e−n(V (x)−ax) e−n(V (x)+ax)

0 1 0
0 0 1

 for x ∈ R;

(iii) Y (z) =
(
I3 + O(z−1)

) zn 0 0
0 z−n/2 0
0 0 z−n/2

 as z →∞.

This analysis consists of a sequence of explicit transformations Y 7→ X 7→ T 7→
S 7→ R leading to a Riemann–Hilbert problem for a function R that is normalized
at infinity (namely, R(z) = I + O(1/z) as z → ∞) and has a jump tending to the
identity matrix as n →∞. As a consequence, we get that R(z) → I uniformly with
respect to z as n →∞. The steps in the steepest-descent analysis are too involved
to reproduce here.

The transitions between the three cases represent non-regular behaviour. For
the case of a general even quartic potential

V (x) =
1
4

x4 − t

2
x2

it is possible to describe the transitions between the cases explicitly. This gives the
phase diagram in Fig. 18, which is taken from [14] (see also [13]).
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Figure 18. Phase diagram for the quartic potential x4/4 − tx2/2 . The

solid curve corresponds to the Painlevé II transition. The dotted curve

corresponds to the Pearcey transition.

The transition from Case I to Case III is of the Pearcey type, which we already
encountered in the Gaussian case. It leads to a double scaling limit involving
the Pearcey kernel as in (4.18). The transition from Case III to Case II is of
a different nature. Here also a gap in the support of µ∗1 closes, but now it also
corresponds to a change in the genus of the Riemann surface. This transition
is similar to the closing (or opening) of a gap in the one-matrix model, which is
known to be described by a family of kernels involving Lax-pair solutions associated
with the Hastings–McLeod solution of the Painlevé II equation (see [76], [77]). Also,
the transition from Case I to Case II is of Painlevé II type, although now the
opening of a gap is in the support of σ − µ∗2 on the imaginary axis. This affects
only the (non-physical) second and third sheets, and therefore does not lead to any
special critical behaviour in the local asymptotics of the eigenvalues.

5. Non-intersecting paths

Eigenvalues of random matrices can give rise to determinantal point processes
which may reduce to MOP ensembles, as we have seen. Non-intersecting path
ensembles are another major source for determinantal point processes. In very
special cases these also reduce to MOP ensembles.

5.1. Non-intersecting Brownian motions. The setup for non-intersecting path
ensembles is the following. Consider a one-dimensional diffusion process. This is
a strong Markov process on the real line with continuous sample paths. We consider
n independent copies with given starting positions a1 < a2 < · · · < an at time t = 0.
A remarkable formula of Karlin and McGregor [78] then says that the probability
density of the event of finding the paths at the positions x1, . . . , xn at time t > 0
without any two of them having intersected in the time interval [0, t] is proportional
to the determinant

det
[
pt(ai, xj)

]
i,j=1,...,n

, x1 < x2 < · · · < xn, (5.1)

where pt(a, x) denotes the transition probability density of the diffusion process.
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The determinant (5.1) does not itself lead to a determinantal point process.
However, this does happen if we also prescribe certain ending positions at some
later time. Indeed, if we consider n independent copies with given starting positions
a1 < · · · < an and given ending positions b1 < · · · < bn at a time T > 0, then the
event of finding the paths at prescribed points at a time t ∈ (0, T ) without any two
of them having intersected in the time interval [0, T ] has a probability density that
is proportional to the product of two determinants:

det
[
pt(ai, xj)

]
i,j=1,...,n

det
[
pT−t(xj , bi)

]
i,j=1,...,n

. (5.2)

This is in fact a consequence of the strong Markov property.
Put otherwise, if we condition on the event that the paths do not intersect in

the full time interval [0, T ], then the probability density function for the positions
at time t ∈ (0, T ) is equal to

1
Zn

det
[
pt(ai, xj)

]
i,j=1,...,n

det
[
pT−t(xj , bi)

]
i,j=1,...,n

(5.3)

with a certain normalization constant Zn. The expression (5.3) is invariant under
permutations of the xj , and therefore by symmetrization we can also view (5.3) as
a probability density function on the whole of Rn (with a different normalization
constant), which is what we typically prefer to do.

The probability density function (5.3) is indeed a determinantal point process,
more precisely, a biorthogonal ensemble (cf. (3.15), and see [57]). Only in excep-
tional cases does it reduce to the expression (3.8) for a MOP ensemble. The primary
example in which there is a reduction to a MOP ensemble is the case of a Brownian
motion (actually, Brownian bridges) with the transition probability density

pt(x, y) =
1√
2πt

exp
{
− (x− y)2

2t

}
, t > 0. (5.4)

In the fully confluent case when ai → 0 and bi → 0 for all i, the probability density
function (5.3) has a limit which can be expressed as

1
Zn

∏
16j<k6n

(xk − xj)2
n∏

j=1

exp
{
− T

2t(T − t)
x2

j

}

with a different constant Zn. This is the same as the probability density function
(3.2) for the eigenvalues of a unitary invariant random matrix ensemble with poten-

tial V (x) =
T

2t(T − t)
x2

j . This is the Gaussian Unitary Ensemble (GUE), up to

a scaling factor.
If we again let bi → 0 for all i in (5.3) but take p different starting values

a1, . . . , ap with nj of the paths starting at aj , then (5.3)–(5.4) turns into a MOP
ensemble with weights

wj(x) = exp
{
− T

2t(T − t)
x2 +

aj

t
x

}
, j = 1, . . . , p, (5.5)
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Figure 19. Non-intersecting Brownian bridges starting at two different

values and ending at 0. At any time t ∈ (0, 1) the positions of the paths have

the same distribution as the eigenvalues of an n×n Gaussian random matrix

with an external source. The distribution is a MOP with two Gaussian

weights of the form (5.5).

and multi-index (n1, . . . , np). These weights are, up to a scaling factor, equal to the
weights in (4.13) arising from the Gaussian matrix model with an external source.
The conclusion is that the eigenvalues in this random matrix model can also be
viewed as the positions of n non-intersecting Brownian motions with p starting
positions and a single ending point.

See Fig. 19 for an illustration with p = 2 starting points and T = 1. From
the figure one sees that a limit shape is likely to appear in the large-n limit (after
appropriate rescaling of the variance of the Brownian motion). This is indeed the
case. There is a limiting heart-shaped region that contains the paths as n → ∞.
For small time t the paths stay in two separate groups. This corresponds to large
values of a in the external source model. At a certain critical time the two groups
come together and they continue as one group until the end. The transition at the
critical time is of the Pearcey type as discussed in Theorem 4.1 in the context of
the random matrix model with an external source.

5.2. Non-intersecting squared Bessel paths. The squared Bessel process is
another one-dimensional diffusion process which in the confluent case gives rise
to a MOP ensemble. The squared Bessel process is a Markov process on [0,∞)
depending on a parameter α > −1 and with transition probability density

p
(α)
t (x, y) =

1
2t

(
y

x

)α/2

e−(x+y)/(2t)Iα

(√
xy

t

)
, x > 0, y > 0,

p
(α)
t (0, y) =

yα

(2t)α+1Γ(α + 1)
e−y/(2t), y > 0,

(5.6)
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where Iα denotes the modified Bessel function of the first kind of order α. Here the
probability of a transition from x to y is greater for y − x > 0 than for y − x < 0,
and for x = 0 no transitions to y < 0 are allowed.

We now consider n non-intersecting squared Bessel paths with starting positions
0 < a1 < · · · < an and ending positions 0 < b1 < · · · < bn at time T > 0. At any
intermediate time t ∈ (0, T ) we have the probability density function (5.3) for the
positions at time t. This will reduce to a MOP ensemble if we let bi → 0 for all i
(or alternatively if ai → 0 for all i).

In the fully confluent limit where ai → a > 0 and bj → 0 for all i and j, the
probability density function (5.3) takes the form of a MOP ensemble (3.8) with
weight functions

w1(x) = xα/2 exp
{
− T

2t(T − t)
x

}
Iα

(√
ax

t

)
,

w2(x) = x(α+1)/2 exp
{
− T

2t(T − t)
x

}
Iα+1

(√
ax

t

) (5.7)

and multi-index (n1, n2), where n1 = ⌈n/2⌉ and n2 = ⌊n/2⌋ (see [79]). In the limit
as a → 0 this further reduces to an orthogonal polynomial ensemble on [0,∞) with
a Laguerre weight.

After appropriate time rescaling

t 7→ t

2n
, T 7→ 1

2n

the squared Bessel paths fill out a domain in the tx plane that was described
explicitly in [79]. See Fig. 20 for an illustration. There is a critical time t∗ such
that for t < t∗ the paths stay away from the wall (the hard edge) at 0, while for
t > t∗ the smallest paths come close to the wall as n →∞.

At any time t ∈ (0, 1) the paths have a limit mean distribution that is charac-
terized by the following vector equilibrium problem (see [79]), which is of a similar
nature to the one for the external source model (see (4.24)–(4.26)). The vector
equilibrium measure must minimize∫∫

log
1

|x− y|
dµ1(x) dµ1(y) +

∫∫
log

1
|x− y|

dµ2(x) dµ2(y)

−
∫∫

log
1

|x− y|
dµ1(x) dµ2(y) +

∫ (
x

t(1− t)
− 2

√
ax

t

)
dµ1(x) (5.8)

among all vectors of measures (µ1, µ2) satisfying
(a) µ1 and µ2 have finite logarithmic energy,
(b) µ1 is a measure on [0,∞) with total mass 1,
(c) µ2 is a measure on (−∞, 0] with total mass 1/2 and satisfying the constraint

µ2 6 σ, (5.9)

where σ is the measure on (−∞, 0] with density

dσ

dx
=
√

a

πt
|x|−1/2, x < 0. (5.10)
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Figure 20. 50 non-intersecting squared Bessel paths starting at a = 1 and

ending at b = 0. The solid curves denote the boundary of the domain that

is filled by the squared Bessel paths as n →∞.

There is a unique minimizer (µ∗1, µ
∗
2), and µ∗1 corresponds to the limit mean

density of paths at time t. The measures µ∗j , j = 1, 2, are absolutely continuous
with respect to Lebesgue measure, with densities that can be expressed in terms of
solutions of the cubic equation (spectral curve)

zξ3 − 2z

t(1− t)
ξ2 +

(
z

t2(1− t)2
+

1
t(1− t)

− a

t2

)
ξ − 1

t2(1− t)2
= 0. (5.11)

The equation (5.11) has three solutions which we choose such that

ξ1(z) =
1
z

+ O(z−2),

ξ2(z) =
1

t(1− t)
−

√
a

tz1/2
− 1

2z
+ O(z−3/2), (5.12)

ξ3(z) =
1

t(1− t)
+

√
a

tz1/2
− 1

2z
−O(z−3/2)

as z →∞. Then µ∗1 and µ∗2 are given by

dµ∗1
dx

=
1
π

Im ξ2,+(x), x > 0,

dµ∗2
dx

=
dσ

dx
− 1

π
Im ξ2,+(x), x < 0.

(5.13)

The transition at the critical time t∗ can be seen in the behaviour of the measures
µ∗1 and µ∗2 as follows. For t < t∗ one has S(µ∗1) = [p, q] with 0 < p < q < ∞, and
S(σ − µ∗2) = (−∞, 0], while for t > t∗ one has S(µ∗1) = [0, q], and S(σ − µ∗2) =
(−∞,−p] with p > 0. This means that the constraint (5.9) is active only for t > t∗.
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The local behaviour at the critical time t∗ was studied recently in [80]. See also
[81] for a study of the case of non-intersecting squared Bessel paths with positive
starting and ending positions.

6. The two-matrix model

The two-matrix model is another model from random matrix theory that gives
rise to MOP ensembles. We discuss this model in the final section of this survey.

6.1. Definitions. The Hermitian two-matrix model is a probability measure of
the form

1
Zn

exp
{
−n Tr

(
V (M1) + W (M2)− τM1M2

)}
dM1 dM2, (6.1)

defined on the space of pairs (M1, M2) of n × n Hermitian matrices. The number
τ ∈ R \ {0} is known as the coupling constant. There are two potentials V and W
in (6.1), which typically are assumed to be polynomials of even degree with positive
leading coefficients, so that (6.1) is indeed a probability measure.

The two-matrix model (6.1) with polynomial potentials V and W was introduced
in [67], [82] as a model for quantum gravity and string theory. In this context the
interest is in the double scaling limit for critical potentials. It is generally believed
that the two-matrix model is able to describe all (p, q) conformal minimal models,
whereas the one-matrix model is limited to (p, 2) minimal models.

The eigenvalues of the matrices M1 and M2 in the two-matrix model give a deter-
minantal point process with correlation kernels expressible in terms of so-called
biorthogonal polynomials. These are two families {pk,n(x)}∞k=0 and {ql,n(y)}∞y=0

of monic polynomials, with pk,n of degree k and ql,n of degree l, satisfying the
condition

∫ ∞

−∞

∫ ∞

−∞
pk,n(x)ql,n(y) exp{−n(V (x) + W (y)− τxy)} dx dy = h2

k,nδk,l. (6.2)

Ercolani and McLaughlin [83] showed that these polynomials are uniquely charac-
terized by (6.2) and that they have simple and real zeros. Quite recently it was
shown that the zeros interlace [84]. The correlation kernels are expressed in terms
of these biorthogonal polynomials and their transformed functions

Ql,n(x) = exp{−nV (x)}
∫ ∞

−∞
ql,n(y) exp{−n(W (y)− τxy)} dy,

Pk,n(y) = exp{−nW (y)}
∫ ∞

−∞
pk,n(x) exp{−n(V (x)− τxy)} dx
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as follows:

K
(n)
11 (x1, x2) =

n−1∑
k=0

1
h2

k,n

pk,n(x1)Qk,n(x2),

K
(n)
12 (x, y) =

n−1∑
k=0

1
h2

k,n

pk,n(x)qk,n(y),

K
(n)
21 (y, x) =

n−1∑
k=0

1
h2

k,n

Pk,n(y)Qk,n(x)− exp{−n(V (x) + W (y)− τxy)},

K
(n)
22 (y1, y2) =

n−1∑
k=0

1
h2

k,n

Pk,n(y1)qk,n(y2).

(6.3)

Then the joint probability density function for the eigenvalues x1, . . . , xn of M1 and
the eigenvalues y1, . . . , yn of M2 is given by

P(x1, . . . , xn, y1, . . . , yn)

=
1

(n!)2
det

(
K

(n)
11 (xi, xj)

)n

i,j=1

(
K

(n)
12 (xi, yj)

)n

i,j=1(
K

(n)
21 (yi, xj)

)n

i,j=1

(
K

(n)
22 (yi, yj)

)n

i,j=1

 ,

and the marginal densities take the form∫
· · ·

∫
︸ ︷︷ ︸

n−k+n−l times

P(x1, . . . , xn, y1, . . . , yn) dxk+1 · · · dxn dyl+1 · · · dyn

=
(n− k)! (n− l)!

(n!)2
det

(
K

(n)
11 (xi, xj)

)k

i,j=1

(
K

(n)
12 (xi, yj)

)k,l

i,j=1(
K

(n)
21 (yi, xj)

)l,k

i,j=1

(
K

(n)
22 (yi, yj)

)l

i,j=1

 (6.4)

(see [85]–[87]). In particular, by taking l = 0, so that we average over all eigenvalues
of M2, we find that the eigenvalues of M1 give a determinantal point process (3.12)
with kernel K

(n)
11 .

The biorthogonal polynomials characterized by (6.2) can be viewed as multiple
orthogonal polynomials in the case of polynomial potentials V and W (see [10]).
Indeed, if deg W = p + 1, then pn,n is a multiple orthogonal polynomial for the p
weights

wj,n(x) = e−nV (x)

∫ ∞

−∞
yj exp{−n(W (y)− τxy)} dy, j = 0, . . . , p− 1, (6.5)

and the diagonal multi-index n⃗ = (n/p, n/p, . . . , n/p), provided that n is a multiple
of p. If n is not a multiple of p, say n ≡ r modulo p with 1 6 r 6 p − 1, then the
multi-index is

n⃗ =
(
⌈n/p⌉, . . . , ⌈n/p⌉︸ ︷︷ ︸

r times

, ⌊n/p⌋, . . . , ⌊n/p⌋︸ ︷︷ ︸
p−r times

)
.
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Note that for odd j the weight (6.5) is not necessarily non-negative on R. This
does not play a role, however, since the MOPs with respect to the weights (6.5) are
uniquely determined (by the result in [83]), and therefore the algebraic properties
discussed in § 3 continue to hold. Thus, the weight functions (6.5) with the indi-
cated multi-index n⃗ generate a MOP ensemble (3.8) which coincides with the joint
distribution of the eigenvalues of M1 (after averaging over those of M2). Also, the
MOPs are characterized by a Riemann–Hilbert problem of size (p+1)×(p+1) as in
§ 3.4. This Riemann–Hilbert problem was given in a different, but equivalent, form
in [88]. The correlation kernel K

(n)
11 is expressed as before in terms of the solution

of the Riemann–Hilbert problem by the formula (3.26).

6.2. The two-matrix model with quartic potential. If W is a quadratic
polynomial, then the kernel K

(n)
11 is essentially the correlation kernel (3.3) of an

OP ensemble. In this case the two-matrix model reduces again to the one-matrix
model (if one considers only M1).

The case of a quartic polynomial potential W was considered in the recent
papers [89]–[91]. In [89] the Deift–Zhou steepest-descent method was applied to
the Riemann–Hilbert problem for the case when

W (y) =
1
4

y4

while V is a general even polynomial. This made possible a precise asymptotic
analysis of the kernel K

(n)
11 as n → ∞, leading in particular to the local univer-

sality results common in random matrix theory and involving the sine and Airy
kernels. The paper [89] was restricted to the genus-zero case, but this restriction
was removed in [91], which deals with higher genus. The genus here refers to an
underlying Riemann surface (spectral curve) determined in [89] by means of a vec-
tor equilibrium problem in a way similar to what was discussed in § 4.4 for the
matrix model with an external source.

The analysis was extended in [90] to the case of the more general even quartic
potential

W (y) =
1
4

y4 +
α

2
y2, (6.6)

with α ∈ R. Here we summarize some of the results.
The main tool in [90] is a vector equilibrium problem for three measures. It

requires minimizing the energy functional

3∑
j=1

∫∫
log

1
|x− y|

dµj(x) dµj(y)−
2∑

j=1

∫∫
log

1
|x− y|

dµj(x) dµj+1(y)

+
∫

V1(x) dµ1(x) +
∫

V3(x) dµ3(x), (6.7)

where V1 and V3 are certain external fields (to be discussed below), among all
vectors of measures (µ1, µ2, µ3) satisfying the following conditions:

(a) the measures have finite logarithmic energy;
(b) µ1 is a measure on R with total mass 1;
(c) µ2 is a measure on iR with total mass 2/3;
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(d) µ3 is a measure on R with total mass 1/3;
(e) µ2 6 σ, where σ is a certain measure on the imaginary axis (see also below).
The external fields V1 and V3 and the upper constraint σ are explicit in the case

α = 0 in (6.6). Their description in the case of general α is somewhat involved. We
shall go through it here for α < 0, which is the case of a double-well potential W .
See [90] for a discussion of all cases.

Thus, assume that α < 0. We also assume without loss of generality that τ > 0.
The external field V1 acting on µ1 is defined by

V1(x) = V (x) + min
s∈R

(
W (s)− τxs

)
. (6.8)

The minimum is attained at a value s = s1(x) ∈ R for which W ′(s) = τx, that is,

s3 + αs = τx. (6.9)

For α < 0 there can be more than one real solution of (6.9). The relevant value is
the one that has the same sign as x (since τ > 0). It is uniquely determined, except
for the case x = 0.

For α < 0 the external field V3(x) vanishes identically outside of the interval(
−x∗(α), x∗(α)

)
, where

x∗(α) =
2
τ

(
−α

3

)3/2

. (6.10)

For x ∈
(
−x∗(α), x∗(α)

)
the equation (6.9) has three real solutions s1 = s1(x),

s2 = s2(x), s3 = s3(x), which we assume to be ordered so that

W (s1)− τxs1 6 W (s2)− τxs2 6 W (s3)− τxs3.

Then the external field V3 acting on µ3 is defined by

V3(x) =
(
W (s3(x))− τxs3(x)

)
−

(
W (s2(x))− τxs2(x)

)
for x ∈

(
−x∗(α), x∗(α)

)
,

(6.11)
and V3(x) = 0 elsewhere. Thus, V3(x) is the difference between the local maximum
and the other local minimum of the map s 7→ W (s) = τxs, which minimum actually
exists if and only if x ∈ (−x∗(α), x∗(α)).

The measure σ acting as a constraint on µ2 is supported on the whole imaginary
axis if α < 0. In this case the saddle point equation

s3 + αs = τz, with z ∈ iR, (6.12)

has one solution on the imaginary axis, one solution s(z) in the right half-plane,
and its reflection −s(z) in the imaginary axis. The measure σ is then defined by

dσ(z)
|dz|

=
τ

π
Re s(z), z ∈ iR, (6.13)

where s(z) is the solution of (6.12) with positive real part.
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The following result from [90] is analogous to Theorem 4.2.

Theorem 6.1. There is a unique minimizer (µ∗1, µ
∗
2, µ

∗
3) in the above vector equi-

librium problem, and it satisfies the following conditions.
(i) The support of µ∗1 is bounded and consists of a finite union of intervals :

S(µ∗1) =
N⋃

j=1

[aj , bj ]. (6.14)

(ii) The support of µ∗2 coincides with the support of σ, and there exists a c2 > 0
such that

S(σ − µ∗2) = (−i∞,−ic2] ∪ [ic2, i∞). (6.15)

(iii) There exists a constant c3 > 0 such that

S(µ∗3) = (−∞,−c3] ∪ [c3,∞). (6.16)

(iv) µ∗1 has a density ρ with respect to Lebesgue measure. In regular cases ρ is
the limit mean density of the eigenvalues of the random matrix M1 in the
2-matrix model as n →∞, that is,

ρ(x) = lim
n→∞

1
n

K
(n)
11 (x, x).

The regular cases are the same as in part (iii) of Theorem 4.2. In a regular case
S(µ∗1) and S(σ − µ∗2) are disjoint, as are S(σ − µ∗2) and S(µ∗3). These sets are then
used as cuts to define a Riemann surface R with four sheets

R1 = C \ S(µ∗1),

R2 = C \
(
S(µ∗1) ∪ S(σ − µ∗2)

)
,

R3 = C \
(
S(σ − µ∗2) ∪ S(µ∗3)

)
,

R4 = C \ S(µ∗3)

(6.17)

that are glued together in the usual crosswise manner. Then as was the case for
the external source model (see (4.32)), we see that the function

ξ1(z) = V ′(z)−
∫

dµ∗1(s)
z − s

, z ∈ R1, (6.18)

has a meromorphic continuation to the whole Riemann surface R, with poles only
at the points at infinity. In fact, there is a simple pole at the point at infinity that
is common to the second, third, and fourth sheets, which was not the case in (4.32).

These facts are the main ingredients for the steepest-descent analysis of the 4×4
matrix-valued Riemann–Hilbert problem.

Finally, we discuss the phase diagram for the case when V (x) = x2/2 and W (y) =
y4/4+αy2/2 (see [84], [90]). In this case the model depends on the two parameters
α ∈ R and τ > 0. Cases with either S(µ∗1)∩S(σ−µ∗2) ̸= ∅ or S(µ∗3)∩S(σ−µ∗2) ̸= ∅
are not regular. These cases correspond to changes in the sheet structure of the
Riemann surface, and in some cases to a change in its genus.
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The four regions correspond to the following cases:
Case I: 0 ∈ S(µ∗1), 0 ̸∈ S(σ − µ∗2), and 0 ∈ S(µ∗3).

Case II: 0 ̸∈ S(µ∗1), 0 ̸∈ S(σ − µ∗2), and 0 ∈ S(µ∗3).
Case III: 0 ̸∈ S(µ∗1), 0 ∈ S(σ − µ∗2), and 0 ̸∈ S(µ∗3).
Case IV: 0 ∈ S(µ∗1), 0 ̸∈ S(σ − µ∗2), and 0 ̸∈ S(µ∗3).

There is also a fifth possible case, which, however, does not occur if V (x) = x2/2:
Case V: 0 ̸∈ S(µ∗1), 0 ̸∈ S(σ − µ∗2), and 0 ̸∈ S(µ∗3).

The transitions from one case to another correspond to the opening or closing
of a gap in one (or more) of the supports. The transitions are generically of the
Pearcey or Painlevé II type (see [90]). All four cases come together at the special
point (α, τ) = (−1, 1). This is a multi-critical case in which new local behaviour
can be expected, and it is currently being investigated.
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[28] U. Fidalgo Prieto and G. López Lagomasino, “Nikishin systems are perfect”,
Constr. Approx. 34:3 (2011), 297–356; arXiv: 1001.0554v1.

[29] А. И. Аптекарев, “Асимптотика полиномов совместной ортогональности
в случае Анджелеско”, Матем. сб. 136(178):1(5) (1988), 56–84; English transl.,
A. I. Aptekarev, “Asymptotics of simultaneously orthogonal polynomials in the
Angelesco case”, Math. USSR-Sb. 64:1 (1989), 57–84.

[30] Ж. Бустаманте, Г. Лопес Лагомасино, “Аппроксимации Эрмита–Паде для
систем Никишина аналитических функций”, Матем. сб. 183:11 (1992),
117–138; English transl., Zh. Bustamante and G. L. Lagomasino, “Hermite–Padé
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